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The SIFT Algorithm for. 
Fundamental Frequency 
Estimation 

JOHN D. MARKEL 

Abstract-In this  paper a new  method  for  estimating PO, the 
fundamental  frequency of voiced speech  versus time, is  presented. 
The algorithm is based upon a simplified version of a general tech- 
nique  for  fundamental  frequency extraction using digital inverse 
filtering. It  is  demonstrated  that  the simplified inverse a t e r  track- 
ing algorithm (hereafter  referred  to as  the  SIFT algorithm) encom- 
passes  the  desirable properties of both autocorrelation and cepstral 
pitch analysis techniques. In addition, the  SIFT algorithm is com- 
posed of only a relatively small  number of elementary  arithmetic 
operations. In machine language, SIFT should run in several  times 
real  time while with special-purpose hardware  it could easily be 
realized in real time. 

1. Autocorrelation, Cepstral, and Inverse Filter Analysis 

One of the  oldest  digital  methods  for  estimating  the 
fundamental  frequency (Po) of voiced  speech  is auto- 
correlation  analysis. A window  or  frame of data  of N 
samples,  encompassing  several  pitch  periods, is  used to 
calculate  the  short-term  autocorrelation  sequence 
specified by 

n=O 

where { s.} = {SO, SI, . . , sN-1) defines the  input  se- 
quence  obtained  from  the  continuous-speech  signal  by 
sampling  above  the  Nyquist  frequency  and j = O , l ,  
. . . , N -  1. The  N-length  sequence ( p i  1 can  be  effi- 

ciently  calculated  for  large N if N is an  integer  power of 
two  by  applying a fast Fourier  transform  (FFT)  in  the 
following  manner.  Define Is:} as the N‘ =2N-length 
sequence  obtained  by  appending N zeros to  the  end 
of the  sequence {s. }. Then: 1) calculate (SL} = 
FFT {SA f , 2) replace { SL f by { 1 Si 1 2  1,  and 3) calcu- 
late { p ; )  =FFT {S l] /N’ .  Finally, p j = p i ,  j = O ,  1, 
. . . , N-1. (Note  that pi -p>- j=O,  1, . . , N’/2 . )  

Since {sn 1 is real,  the  computation  time  can be further 
reduced  by  one  half. Fo is  defined  over  the  sequence of 
N samples as the  reciprocal of the  estimated  pitch 
period P, where P is the  location  in  time of the  maxi- 
mum pi within  some  specified  interval.  An  important 
property is that if P is  known  to  lie  within a specified 
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Fig. 1. Normalized  autocorrelation results  from a test  segment 
of the vowel /i/ spoken in the  phrase : “We were.” 

interval,  it is only  necessary  to  search  this  interval  of 
the  autocorrelation  sequence.  Furthermore,  the  dy- 
namic  range of the  pitch period  peaks  in  the  autocorre- 
lation  sequence is usually  less  than 10 dB. In contrast, 
pitch  extraction  from  the  acoustic  wave  itself, a com- 
mon  approach  to  tracking  with  analog  devices,  requires 
the  detection of peaks  over  a  dynamic  range  sometimes 
exceeding 30 dB. 

The  acoustic speech  waveform  can  be  modeled as the 
convolution of terms  that  includes a periodic  compo- 
nent  due  to  the  glottal  waveform  and  a  term  repre- 
senting  the  vocal  tract  impulse  response.  The  reso- 
nances  or  formants of the vocal tract  have  narrow 
enough  bandwidths (50-80) H z  for the  autocorrelation 
sequence to  frequently  have  several  high-amplitude 
oscillations that  interact  with  the  component  due  to  the 
pitch  period.  Fig. 1 shows  the  autocorrelation  sequence 
obtained  from a 32 ms  segment of the  vowel/i/spoken 
in  the  context: “We were.” This  segment  has been 
analyzed  under  different  conditions  for  comparative 
purposes  and will hereafter  be  referred  to  as  the  test 
segment.  The  zero-time  sample is always  the  largest 
amplitude  term  and  therefore,  an  autocorrelation  se- 
quence  can  always  be  normalized  to  unity at the  origin. 
The  pitch period  can  be  seen  by  the  slight  increase  in 
the  third  positive  peak. In general,  the  pitch  peak 
detection is nontrivial,  and  in  addition,  the  estimate will 
be  somewhat  in  error  due  to  the  interaction of the  glottal 
wave  component  and  the  damped  sinusoidal  term  due 
predominantly  to  the  first  formant [2]. 

The single property log ab =log a +log b leads  to  what 
has been  termed  cepstral  analysis, a suggested  solution 
to  the  fundamental  frequency  extraction  problem.  The 
cepstrum is calculated  identically  as  the  autocorrelation 
previously  described  using  two FFT’s except  that  in 
step  2),  instead of replacing { SL f by { I SLl 2 } ,  {Si 1 
is replaced  by  {log I SLl f . With this trivial  modifica- 
tion,  dramatically  different  results  are  obtained.  Fig. 2 
shows the  cepstrum for the  test  segment.  Fig. 2(a) 
shows the  cepstrum  normalized  to  unity at the origin 
while  Fig. 2(b) shows  the  cepstrum  normalized  to  the 
pitch  peak  after  the  first  two  milliseconds  were  zeroed 
out.  The  sharp  peak at 8.3 ms is due  to  the  pitch 
period. To the  right of the  first few samples,  the  pitch 
period  in a voiced  segment  can  usually  be  uniquely 
defined by  the  largest  peak  in  the  cepstrum.  The effects 
of the vocal tract  impulse  response  are  contained  largely 
within  the  first few  milliseconds of the origin [ 3 ] ,  Thus 
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Fig. 2. Cepstral  analysis  results. (a) Normalized to unity at origin. 

(b) Normalized to unity at peak where first two milliseconds  have 
been zeroed out. 

the  problem of interaction  between  the  formants  and 
fundamental  frequency  has  been  largely  solved.  Un- 
fortunately,  because of the  nonlinear  logarithmic 
operation,  two  undesirable  results  are  obtained: 1) the 
peak at the  origin  can  no  longer  be used as  a  reference 
for  normalization,  and 2) the  actual  amplitude of the 
spike is a function  not  only of the  number of pitch 
periods  within  the  window,  but  also of the  spectral 
shape. The  zero-time  value of the  peak is dependent 
only  upon  the  mean  value  of  the log magnitude  spec- 
trum.  Spectral  shaping is dependent  largely  upon  the 
formant  values  and  to  a  first  order  approximation  can 
be  considered  independent of the  fundamental  fre- 
quency. 

If F o  tracking is accomplished  manually  or if the 
speech  segment is completely  voiced,  these  criticisms 
are  irrelevant.  Generally,  however, i t  is desirable  to 
automatically  determine  whether  the  segment is voiced 
(in  which  case Fo is  to  be  calculated)  or  unvoiced 
(in  which  case Fo does  not  exist). I t  has  been  stated  that 
voicing is detected  by a sharp  spike  at  the  pitch  period 
while  unvoicing  is  detected  by  the  absence of a sharp 
spike [4]. Although  this  statement  when used as an 
algorithm  works  extremely well for  manual  calculation, 
automatic  implementation is not  trivial  for  the  two 
reasons  stated  above. 

What  is proposed  in  this  paper is a  simplified  analysis 
technique,  based  upon  an  inverse  filter  formulation [ l]  
which  retains  the  advantages of both  the  autocorrela- 
tion  and  cepstral  analysis  techniques.  The  results  from 
an  inverse  filter  analysis of the  test  segment  are  shown  in 
Fig.  3.  Fig.  3(a)  shows  the  output  normalized  to  unity 
at the  origin,  while  Fig.  3(b)  shows  the  output  nor- 
malized to  the  pitch  peak  after  the  first 2 ms  were 
zeroed out.  This  output  sequence is defined as  the  auto- 
correlation of the  inverse  filter  output  and  thus  can be 
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Fig. 3. Inverse filter analysis  results. (a) Normalized to unity at 

the origin. (b) Normalized to unity at peak where first two 
milliseconds  have been zeroed out. 

normalized so that  the  units  on  the  ordinate  correspond 
to  correlation  values  from - 1.0 to 1.0. There is a  sharp 
peak  corresponding  to a correlation  value of 0.43 at 8.3 
ms. The  pitch  period is defined  as  the  location of this 
peak,  and  generally i t  will have  the  largest  correlation 
over  all  samples  except a t   the  origin.  Since i t  is always 
possible to  normalize  the  output,  and  since  the  data 
values  have  the  physical  interpretation of correlation, 
i t  should  be  possible  to  define a simple  voiced-unvoiced 
decision  based  upon a fixed threshold  value. 

In  Figs.  2(b)  and  3(b),  the  waveforms  are  normalized 
to  the  pitch  peak so that  the  peak  signal-to-noise  ratios 
can  be  compared  over  the  interval  (2,  32) ms. Since 
negative  correlation  values  cail  never  be  possible  candi- 
dates for  pitch  estimators,  the  peak  undesired noise 
amplitude is 0.30  in the  autocorrelation  sequence.  For 
the  cepstrum  in  the  interval  (2, 32) ms,  the  maximum 
undesired  peak is 0.25. Note  that  the  first few milli- 
seconds of the  cepstrum  can  have  very  large  positive 
or  negative  terms. One additional  comment  pertain- 
ing  to  the  cepstrum is in  order.  Squaring of the  cepstral 
samples  has  been  suggested in the  literature [SI. By 
squaring  the  samples,  certainly a much  more  attractive 
representation is obtained.  Unfortunately,  this  does  not 
accomplish  any  desirable  goal,  since  the  dynamic  range 
over  which  detection  must  be  accomplished is also 
squared.  The  results  for  the SIFT algorithm  to  be 
developed  in  this  paper  are  shown in Fig. 4 for  the test 
segment.  The  properties  are  quite  similar  to  the  inverse 
filter  analysis  shown  in  Fig. 3. The  major differences 
are:  1) the  peak is broadened  slightly; 2 )  the  higher 
frequency  terms  in  the  undesired  portion of the  output 
are  suppressed; 3) the  harmonics of the  pitch  period 
are  more  apparent  since  a  Hamming  window  was not 
applied to the  input  data;  and 4) the  desired  signal- 
peak-to-undesired-noise-peak  ratio  is  increased. 
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Fig. 4. SIFT algorithm results  for  the analysis of the  test segment. 

Fig. 5. Block diagram of the  SIFT algorithm. 

II. The  SIFT Algorithm 

A Block Diagram Description 

A  block diagram of the  SIFT  analysis  system is  shown 
in  Fig. 5. The  speech  waveform s ( t )  is  first  prefiltered 
by a low-pass  filter  with a cutoff at 0.8 kHz.  After 
sampling  the  filter  output at a 2-kHz  rate,  the  first five 
terms p j ,  j = 0, 1, . . . , 4, of the  short-term  autocorrela- 
tion  sequence  are  calculated for an  appropriate  input 
length (as a representative  number N =64 was  chosen 
corresponding  to a 32-ms  window). The  set  of linear 
equations x:=laipi--j = -p j ,  j = 1, 2 ,  . , 4, is  then 
solved  for the  inverse  filter coefficients { a i } ,  where  the 
inverse  filter  is  defined by A (z) = 1 + E:= laiz-l. Know- 
ing ( a i ]  , the  inverse filter output {y. ] can  be calcu- 
lated.  The  output  autocorrelation  sequence {r..] from 
which Fo is estimated is then  calculated  as  the  auto- 
correlation  sequence of {yn}. After {I.) is obtained, 
the  largest  peak  within specified limits is found.  Inter- 
polation  is  applied  in  the  region of the  peak  and  then a 
voiced-unvoiced  decision is made  based  upon  the 
interpolated  peak. If the.segment is voiced,  the recipro- 
cal of the  location of the  interpolated  peak  defines F ' o .  
Each of these  operations,  along  with  computational 
considerations, will be  discussed in detail. 

Prefiltering 

A  sampling  frequency of 10 kHz is often used  in 
digital  speech  analysis  to  insure  that all  significant 
frequency  components of voiced  speech are  accurately 
represented.  This  sampling  rate,  also  insures  adequate 
time  scale  resolution (0.1 ms)  for accurate  estimation of 
P. By  deriving a sampling  theorem  that  corresponds  to 
a form of trignometric  interpolation,  accurate  estima- 
tion of P will be  shown possible even  with a 2-kHz 
sampling  rate  chosen for the  analysis.  By  using  this 

low sampling  frequency,  the  total  number of necessary 
operations  is  greatly  reduced. 

To insure  against folding  over of frequency  compo- 
nents (aliasing) into  the (0 ,  1) kHz  range, it is necessary 
that  the  input  signal be  bandlimited  to 1 kHz. Aliasing 
problems  are  minimal  for voiced  speech since  the 
spectrum of a voiced sample will always  have a maxi- 
mum  peak in the  range (0, 1) kHz  with  the  largest  peak 
outside  the  range,  generally 5-10 d B  below the  first 
peak.  For unvoiced  speech,  however,  such a situation 
will not  usually exist. For  example,  the  peak  during  an 
/ s /  may be  located at 5 kHz  with an amplitude 30 d B  
above  the low-frequency  components.  Unless  rather 
elaborate  (and  time-consuming)  digital  filtering  is ern- 
ployed,  the  filter cutoff must be  chosen as  somewhat 
less than 1 kHz. A  cutoff at 0.8 kHz is a reasonable 
choice  for  including  most of the  low-frequency  range 
while  providing  sufficient  attenuation at 1.0 kHz.  To 
demonstrate  the  fact  that  extremely  sharp cutoff filters 
are  not necessary and  that  phase  and  group  delay 
characteristics  are  not  critical, a Cbebyshev 3-pole 
2-dB  ripple  filter  specification has been  used. 

Actually-,  for the  simulation a  digital  version  was 
implemented,  since a 10-kHz  sampling  rate was most 
readily  available. The  digital  filter is specified hy 
u,, =als,+a2un-1 and x.. =a3u,+n~.r,-l+a5x,-2 where 

(Z1 = 1 - C-a'T 

a2 = e-el2' 

a3 = 1 - 2e--a2./. cos PaT + e--ZaZ2' 

a4 = 2ecazT cos p22' 
= - e--2azl' 

011 = (0.3572>271-fc 

012 = (0 .1786)~ j~  
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f i 2  = (0.8938>rfc 

un=O1 n < O  
xn = 0, 1% < 0 

and (sn ] and ( x n  ] are  the  input  and  output  sequences, 
respectively, fc =0.8 kHz, and T =O.1  ms. T o  convert 
the  samples  to a %-kHz rate,  assuming  the  input is 
sampled a t  10 kHz, a new sequence { w n  } , made  up of 
every  fifth  sample  of { xn 1,  is defined. 

Fig. 6 shows  the  discrete  frequency  response of the 
digital  filter.  Some  aliasing  obviously  occurs  since the 
response is down  only  about 10 dB  a t   t he  folding  fre- 
quency. If a  sharper cutoff  filter is applied, less aliasing 
will occur and  slightly  better  results will be  obtained. 
Nonetheless,  it is demonstrated  that  accurate  simulation 
results  are  obtained  even  with  this  filter. 

Determination of the  inverse  Filter 

The  general  form of the  inverse filter A ( z )  = 1 
+ ~ E , U ~ Z - ~  is defined by  determining  the coefficients 
{ a i )  such  that  the difference  between a constant  and 
the filter output,  Y ( z ) ,  is  minimized  in the  least  squares 
sense.  Using  this  criterion the  inverse filter will a t tempt  
to  transform  the  input  spectrum  into a white  noise,  or 
a constant,  spectrum. T o  within an  irrelevant  gain 
constant,  this  criterion is equivalent  to minimizing the 
energy  output  of  the filter A ( 2 ) .  Thus  the coefficients 
can  be  determined  from 

with  the  solution  given  by  the  autocorrelation  equations 

i=l 

where  the  autocorrelation coefficients p i  are  calculated 
from { wn ] by p j  = xn=o w,w,+~, j = 0, I ,  . . . , @, 
and L1 = N+@- 1. The  success of the  method is strongly 
dependent  upon a proper  choice of B the  number of 
undetermined  filter coefficients and N the  number of 
data  samples. If is too  small,  very  poor  estimation 
of the  resonance  structure  within  the  range (0, F J 2 )  
is obtained,  where Fs is the  sampling  frequency. If 
is too  large,  then  the  fine-grain  structure  (due  to  the 
pitch  periods) is estimated  along  with  the  resonance 
structure (in the  limit, if x is large  enough,  the  input 
will be  transformed  into a Kronecker  delta  function at 
the  origin).  What is desired is to  obtain a close estima- 
tion  only of the  resonance  structure,  and  to  ignore  the 
finegrain  structure. N should  be  large  enough  to  include 
several  pitch  periods  but  small  enough  to  insure  that 
significant  pitch  period  variations  do  not  occur. 

For  this  study 2 = 4  and N = 64 have  been  chosen. 
With = 4, either  zero,  one,  or  two  resonances  can  be 
accurately  represented.  The  minimum  number of reso- 
nances possible within (a, 1) kHz is zero (due to un- 
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Fig. 6.  Frequency response of 3-pole 2-dB ripple 
Chebyshev filter used in SIFT. 

voiced  speech)  while the  maximum is two  (due  to 
voiced  speech with close first  and  second  formants). 
With N = 6 4 ,  a  maximum  interval of 32 ms  can  be 
represented,  corresponding  to  approximately  three 
pitch  periods of a  normal  male voice. Additional  con- 
siderations  in  the  choice of N and  are  presented 
elsewhere [6]. The  set  of autocorrelation  equations  is 
most efficiently  solved  for general %! by use of Levin- 
son's method [7]. With  four coefficients, however, i t  is 
possible to  quite easily obtain a closed  form solution 
for the { a i ) .  The  set  of linear  equations  to be  solved is 

alp0 + a2p1 + asp2 + a4p3 = -p l  
alp1 + a2p0 + a3pl + a 4 p ~  = - p ~  
alp2 + azp, + a3po + ajpl = - p 3  
alp3 + a2p2 + a.@1 + a4po = -p4. 

By  adding  the  first  equation  to  the  last,  and  the  second 
equation  to  the  next  to last, 

a14(pO + p3) + a 2 3 ( $ 1  + $2) = - (pl + p4) 
a1dh + b.?) + a?.,(P, + Pl)  = - ($2 + p 3 )  

where a14=al+a4 and a23=~2+u3.  If instead of adding, 
the  corresponding  equations  are  subtracted, 

P 1 4 P o  - P3) + P2dPl - P 2 )  = - ( P I  - p4) 

P d P l  - P 2 )  + P 2 3 ( P O  - P1) = - ( P 2  - p 3 )  

where /314=al-u4 and p23=u2-a3. 

gives  the (ai f as 
Solving  each of the  two  sets of second-order  equations 

a1 = (Cy14 + P14)/2 

a2 = ( a 2 3  + P 2 3 ) / 2  

a3 = (0123 - P d / 2  

a4 = (cy14 - P14)/2. 

Since I .4 (e iwT) I = I 1 + ~ ~ l u i e - j u T  1 defines the 
spectrum of the  inverse  filter, I D(eiwT) I = I 1/A (e jwT)  1 
defines the  estimate of the  resonance  behavior of the 
inverse  filter input  spectrum.  The reciprocal  of the  in- 
verse  filter  spectrum, I D(e+T) 1 2, is  shown  with  the  input 
spectrum on an  expanded  logarithmic scale  for the  test 
segment  in  Fig. 7. The  first  formant  peak is clearly 
predicted. The  primary  peaks  every 120 Hz  under  the 
smooth  envelope  are  due  to  the  periodicity of the  wave- 
form,  while  the  secondary  peaks  every 31 Hz are  due 
to  the 32-rns length of data.  

After  the  inverse  filter  is specified  for a particular 
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Fig. 7. Spectrum of SIFT inverse filter input 
and reciprocal of inverse filter. 

frame,  the  output ( y n )  corresponding  to  the  error  or 
deviation  from a white  noise  sequence is calculated  as 

y n  = w n  + ajwn-i n = 0, 1, . . . , 63, 
4 

i= 1 

where wn = 0, n < 0. 

Although (y , )  will have  nonzero  values  out  to 
n = N + z ,  they will not  contribute  to  the  pitch  esti- 
mates  and  are  thus  ignored.  Fig. 8 shows  the  spectrum 
of the  inverse  filter  output for the  test  segment.  The 
major  resonance  behavior  has  been  completely  removed 
leaving only the  fundamental  frequency  information 
superimposed  upon a constant.  Thus,  the  inverse  filter 
can  be  considered as a prewhitening  filter  which at- 
tempts  to  whiten  the  input  spectrum  by  eliminating  the 
trend  characteristics or spectral  shaping  (due  predomi- 
nantly  to  the vocal tract  resonances  or  formants) while 
retaining  the fine structure  due  to  the  glottal pulses. 
Note  that  since  the  length  of  the  inverse  filter is  con- 
strained  to a small  value,  it would  probably  be  more 
correct  to  say  the  inverse  filter  acts as a pseudo-pre- 
whitening  filter  since the  output  obviously  does  not 
have a purely  constant  spectrum.  Actually,  the  glottal 
pulses  also have  trend  characteristics  which  are  removed 
by  the  inverse filter. Thus if the  input  waveform were 
synthesized  according  to  Fant’s [8] model,  the  acoustic 
speech  wave at  the  output to the  inverse  filter would be 
transformed  into  Kronecker  delta  functions at  the  ini- 
tiation of each  pitch  period.  Fig. 9 illustrates  results  for 
the SIFT algorithm as seen at   the   output  of the  inverse 
filter,  compared  with  the  input  test  segment. I t  is seen 
that  the  formant  structure  (the  damped  sinusoidal 
characteristic)  has  been  removed  and  fairly  sharp 
pulses at the  initiation of each  pitch  period  are  obtained 
at the  inverse  filter  output.  (It is easily  shown  that  the 
width of the  pitch period  spike will be  approximately 
l/fc ms  where f c  is the filter  cutoff  in kilohertz.) Al- 
though  an  attempt could  be made  to  estimate  the  pitch 
period  directly  from  the  inverse  filter  output,  it  is  not 
recommended  for the  same  reasons  that  direct  pitch 
estimation  from  the  acoustic  waveform  is  not  recom- 
mended, as discussed  earlier. 

The  pitch period estimates  are finally  obtained  by a 
standard  autocorrelation  method,  only  the  input  signal 
now has  the  resonance  structure  or  formant  information 
eliminated. The  autocorrelation  sequence {rn ] calcu- 
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Fig. 8. Spectrum of SIFT  inverse filter output. 
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Fig. 9. Inverse filter waveforms from SIFT. (a) Input waveform. 

(b) Output  waveform. 

lated at the  output of the  inverse filter is of length 
M = 2 N  and is  given  by 

N- 1-n 

~ j y j + ~ ,  n=O, 1, . . , M/2-1 

rn= 10, n=M/2 
I 
[YM-n ,  n=M/2+1, M/2+2,  . . . , M-1. 

I t  is assumed  that  the  initial  pitch period estimate is 
known  within + 4 ms. Thus  for  each  frame, a total  of 
16 autocorrelation  samples  are  necessary  (including y o ,  

used  for  normalization).  When a peak B is obtained at 
n = 8, r ,  is evaluated for n = 8-- 7,  8 - 6 ,  . . . , fi, 

If an  unvoiced  decision is made, fi is reset  to  the 
initial  value  chosen.  For  most  speech,  an 8 ms range is 
quite sufficient. For a male  speaker  with  an  average 8 
ms  pitch  period,  calculation of 15 autocorrelation  values 
encompasses a range of 83-250 Hz. Because  the  pitch 
samples  are  tracked  from  frame  to  frame, a  much  larger 
range of Fo is effectively  obtained.  If,  however, a greater 
range of uncertainty  exists  on F o ,  i t  is  only  necessary t o  
calculate  additional  autocorrelation  terms  from  the  in- 
verse  filter output.  

Interpolation 

. . .  , 8 + 6 ,  8+7, and n=O in the following frame. 

Accurate  measurement of fundamental  frequency 
requires a time  scale  resolution of approximately  0.1 
to  0.15 ms. If T had  been  chosen as 0.125 ms, and  the 
true  pitch P were 6 ms for  example, the maximum 
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quantization  error  would  be  approximately T / 2 P 2  
= 1.74 Hz. For  the  chosen  value of T =0.5 ms,  the 
maximum  quantization  error of 7.0 Hz is  large  enough 
to  be  quite  noticeable  in  synthetic speech. The  straight- 
forward  approach  to  this  problem of decreasing  the 
sampling  period  greatly  increases  the  computation 
time,  and  also  then  makes it necessary to  eliminate  the 
resonance  effects of the  higher  formants  by  designing 
a  considerably  larger  filter.  This  approach is discussed 
elsewhere [ l ] .  A simplified solution  to  this  problem  can 
be  obtained  by  deriving  a  trigonometric  interpolation 
function  for { rn 1 ,  the  autocorrelation  sequence  obtained 
from  the  inverse  filter.  For  simplicity i t  is assumed  that 
M is a power of 2. Then  the M = 2 N  length  sequence 
( r ,  f has a discrete  Fourier  transform  (DFT)  given  by 

M- 1 

Rk = yne-j2xnkli$f , k = O , l , . . .  , M - 1 .  
n=O 

But since (7, ] is an  autocorrelation  sequence, i t  must  be 
real  symmetric  in  the  sense  that Y , ~  = Y M - ~ ,  n = O ,  1, 
. . . , M / 2 ,  and  thus, { R k  ] must  be  real  and  symmetric, 

resulting  in 

where 

The  inverse  relationship is 

, M’ - 1. (5) 

Thus  { r e )  can  be  interpolated efficiently with  the use 

of two  FFT’s.  The  interpolated  sequence { +,I can  also 
be  derived  explicitly in terms of ( m i .  Substituting (1) 
into (5), 

4v/2-1 M/2-1 

+ 4  c c 1.11 cos- cos -~ 
k = l  E=O M M 

where a =nM/M‘.  I t  is reasonable  to  assume  that  the 
folding  frequency  term R M M / ~  does  not  substantially 
contribute  to  the final  results if M>>1. By  interchanging 
the  summations  on k and I and  writing  the  cosines in 
exponential  form,  geometric  progressions  are  obtained 
which  result  in 

1 Mi2-1 

M L o  L O  

M/2--1 

ra =-(2 1.1 1 +  c EL1 

sin cr(M - 1 ) / 2  - sin a/2  

sin a/2 

sinB(M - 1 ) / 2  - sinP/2 

sin p / 2  

This  equation  reduces  very  neatly  into  the  interpolation 
formula 

Y, = - c Pi[ + 
where 

* 

1 l ~ / ~ - - 1  sin a ( M  - 1 ) / 2  sin P(M - 1 ) / 2  

M I=U sin a / 2  sin p / 2  

2 9  

M 
a = - ( Z f a )  

2T 

M 
0 = -((I - a) 

M =  2 N  and ztl is defined by (2). If interpolation  over 
the full range of the  term a is desired, i t  is much  faster 
to  use  the FFT twice,  as  indicated  by (1)-(5). For  this 
application,  however,  the  characteristics of the  resulting 
autocorrelation  sequence  allow a much  faster  solution 
by  the  direct  application of (6). For voiced speech,  the 
largest  peak  away  from  the  origin at n = 19 will generally 
define the  pitch period  within & 1 sample.  Since  the peak 
is usually  about  three  samples  wide  (assuming fc =0.8 
kHz and T = 0.5 ms),  a  very  reasonable  approxima- 
tion  to  the  interpolated  values  between 8 - 1 and fi+ 1 
can  be accomplished by using  only ~~c-1, Y$, and r$+1 

and considering  all other  terms  as zero. This is possible 
because of the  rather  rapid  decay of the  interpolation 
function  (assuming 8 > 3  or 4 which will be  the case 
except for extremely  high Fo). Fig.  10 is a graph of ra 
versus a for Y, = 8n,16 on  a  normalized  time  scale  where 
a =n/4,  n = 0 ,  1, 2 ,  . . . , N.  The  distance  between zero 
crossings, away  from  the  main  peak, precisely  defines 
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TIME 

Fig. 10. Representation of interpolation function. 
Zero crossings occur at sampling interval. 

the  sampling  period. I t  is seen  from (6) that  the  exact 
values of the  interpolation  function  are  dependent 
upon 1. In  the region 2-16 ms,  however,  the  differ- 
ences  are  relatively  small.  By  referring # to  some 
fixed point  and  defining  the  interpolation  ratio M'/M,  
i t  is  possible to  obtain  a  considerably simplified set of 
algebraic  equations. If a 4 to  1 interpolation  ratio  is 
used,  discrete  samples will be  calculated at intervals of 
0.125 ms.  By  defining n = 16  in  (6)  as  the  reference  point 
(corresponding to  8 ms),  and  noting  symmetry  relation- 
ships,  the  simplified  interpolation  equations  can  by 
written  in  matrix  form  as 

[Y*3,4 Y*l/2  Y*l/41T = &*l Yo Y& (7) 

where 

[ 
0.879124 0.321662 -0.150534 

A = 0.637643  0.636110 -0.212208 

0.322745  0.878039 -0.158147 1 
and Ya = r.G+a/ro. 

An example of 4/1  interpolation  using (7) is shown  in 
Fig. 11 on a normalized  time  scale. The  discrete  samples 
with  large  dots  indicate  the  uninterpolated  pitch  peak 
estimate  and  adjacent  terms  from  the  autocorrelation 
calculation { r n { ,  normalized  by yo .  The  interpolated 
samples  are  indicated  by  the  small  dots,  while  the  solid 
line  indicates  the  continuous  curve  obtained  by  evalu- 
ating  the  general  interpolation  equation  (6).  The  peak 
value  over  the  seven  samples yi/4, i =0, 1, f 2 ,   f 3 ,  
is  defined as 9. 

I n  practice will never  be  the  peak value 9 and 
thus need not  be  calculated.  The  slope  measured  from 
yo will indicate  the  direction of the  peak  and  thus  only 
three  terms  must  be  calculated  per  frame (yf1,4 and 
YUZ if Yl/4>7-1/4 or Yrtli4 and Y-W if y1/4<?-1/4). 

T h e  interpolated Fo measurement  is  finally  given  by 
Fo(kHz) = 1/P where P =  (8+&)/2   and  Iz is the  index 
corresponding  to 9. 

Decision Criteria 

If the  pitch  period  were  constant  over  a  very  large 
number of input  samples,  pitch  detection  would  be 
trivial  since  the  autocorrelation  calculation  would  aver- 
age  out  the  undesired  terms  (defined as noise) to essen- 
tially  zero  value.  Assuming  the  noise  to  be  Gaussian  in 
nature,  it  is possible to  predict  a  threshold  value to 
assure  that  the  probability of any noise sample  in  the 

i 

TIME 
Fig. 11. Illustration showing 4/1 interpolation about  the points 

y-1, yo, y1, 9 indicates  the interpolated peak estimate. 

autocorrelation  sequence  is  less  than  some specified 
value, as a function of the  number of samples N [l 1. 
The  result  for N = 64,  assuming an  error  probability of 
0,001,  is  0.378  for  the  threshold. I t  is shown  in  the  sec- 
tion  on  experimental  results  that  a  threshold  setting 
of 0.378 to  0.400  is  quite  realistic. 

If the  inverse  filter  output is modeled as a  periodic 
Kronecker  delta  train,  the  normalized  autocorrelation 
sequence  is  described  by  a  linear  function of the  period 
with a decreasing  slope.  For  the  parameters  suggested, 
we have  found  that  the  estimated  pitch  period  peak 
for  voiced  speech  can  be  reasonably well described  by 
? =  -0.03P+0.9  in  many  cases,  where 2 5 P 5 1 6  ms. 
This  equation  assumes, of course, that  within  the 64- 
point  window,  pitch  period  variations  are  small.  With 
a threshold  setting of 0.4,  pitch  period  estimates of up 
to  16  ms  can  therefore  be  obtained.  (In  the  actual  imple- 
mentation P is  estimated  from  (fi+d)/2.) 

Under  most  conditions, a voiced-unvoiced  decison 
can  be  made  by  simply  testing  to  see if 9 is greater  than 
some  predefined  threshold. If so, the  segment is defined 
as voiced.  Otherwise, i t  is defined as  unvoiced.  However, 
anomalies  can  occur,  such  as a peak  in a voiced  segment 
being slightly  below  the  threshold,  whereas  the  pre- 
ceding  and  following  segments  cross  the  threshold. 

A  simple  decision  algorithm  for  determining  whether 
a particular  frame is voiced  or  unvoiced is shown  in 
Fig. 12 .  Whenever a peak  exceeds  the  threshold  value 
of 0.4,  frame k is defined as  voiced.  Occasionally i t  is 
possible  for a voiced  frame to  be  incorrectly  defined as 
unvoiced  due  to  either  considerable  variation  in  the 
pitch  period  values  or  phonetic  variations  within  the 
window. If this  isolated  condition  is  detected,  frame 
k - 1 is redefined as voiced  with a pitch  period  equal  to 
the  mean of frame k and  frame k - 2 .  

If the  peak  in  frame k does  not  cross  the  threshold, 
i t  is  tested  to  see if the  previous  two  frames  are  un- 
voiced. If so, frame k is  unvoiced. If the  previous  two 
frames  are  voiced,  then  the  threshold is lowered by 25 
percent. At  the  end of a voiced  phrase,  part of the seg- 
ment  may  be voiced and  part  unvoiced.  This decision 
algorithm  favors  the  voiced  portion. In  addition,  fairly 
rapid  changes  in  the  pitch  period  values  within a window 
can  cause  the  peak  correlation  value  to  be  decreased 
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Is Voiced 

Fig. 12. Decision algorithm for voiced-unvoiced decision. 

by 15-20 percent. If the  peak  still  does  not cross the 
threshold,  frame k is defined as unvoiced.  Otherwise it 
is  defined as voiced. 

Calculation of Necessary Operations 

Let tu and t ,  denote the computer  add  and  multiply 
times,  respectively,  in  microseconds. I t  is reasonable  to 
assume  for  simplicity  that  a  subtract  operation is 
equivalent  to  an  add  and  a  divide is roughly  equivalent 
to  a multiply.  Calculation of the five correlation coeffi- 
cients  from  the  64-point  input  sequence  requires 320 
(ta+tm) ps. Calculation of the  inverse  filter coefficients 
requires 20tu+16t, p s  if the  terms  are efficiently 
grouped.  Performing  the  inverse  filtering of the  input 
signal  requires 256t,+320tu ps.  The  autocorrelation 
calculation  of  the  inverse  filter  output  requires 
1024(tu+t,) ps.  Finally,  the  interpolation  and  peak 
picking  require  roughly 69tu+9t, p s  (for  simplicity, 
a comparison is assumed  equivalent  to  an  addition). 
Thus, for real  time  total  arithmetic  computation 
1750tm+l625t,< l O O O P f ,  where Pj (ms) is the  time 
interval  between  frames of data.   If  Pf = 15 ms, t ,  = 5 p s  
and  tu=3 p s ,  real-time  processing  can  be  accomplished 
(assuming  that  overhead  functions  such as fetching  and 
storing  are  included  in  the  add  and  multiply  times). 
Thus,  i t  should  be  possible to  operate in  close to  a real 
time  environment  even  with  the  popular  minicomputers 
if programming is done  in  assembler  language  and ineffi- 
cient  software  floating  point  subroutines  can  be  avoided. 
With  the design of special-purpose  hardware, i t  should  be 
possible to  easily  attain a real time  digital  fundamental 
frequency  tracker  using  the S I F T  algorithm. As a fur- 
ther  advantage of the  method,  the  algebra  involved is 
quite  simple  and  requires  only  the  four  basic  arithmetic 
operations  without  any  table  lookups. 

In  contrast,  the  cepstral  analysis  method as described 
by  Schafer  and  Rabiner [9] uses two  1024-point  real 

FFT’s that  require at least (3tU+2t,)1O4 ps .  Thus,  the 
SIFT  algorithm is greater  than  an  order of magnitude 
faster  than  the  cepstral  analysis  pitch  extraction  method 
for the  assumed  conditions of t,=5 ps and tu = 3  ps. 
With  both  algorithms  programmed in Fortran  on  an 
IBM 1500, the  SIFT  algorithm  was  found  to  be  ap- 
proximately 20 times  faster,  even  with efficient real 
FFT computation. 

111. Experimental Results 

To illustrate  the  capability of the  SIFT  algorithm 
for  voiced speech,  the  exclamatory “oh7’ with a sharply 
rising and falling Fo was  spoken  and  analyzed.  The 
data  was also  cepstrally  analyzed for comparison 
purposes. The  input  data  was  analyzed  at 16 ms inter- 
vals using a 32 ms sliding  window. 

The  cepstral  estimates were  obtained  by  multiplying 
the  data  by a 32-ms Hamming window. A sampling 
rate of 10 kHz  was  used,  to allow  a 0.1 ms  time  scale 
resolution.  Since  the  utterance is all voiced,  the  cepstral 
estimate for Fo was  defined by Fo = 1/P where P is the 
location of the  cepstral  peak in the  range  (2, 16) ms. 
The  SIFT  algorithm  estimates for  this  example were 
also  made  by  simply  searching  the  output  sequence for 
a peak  in  the  range (2,  16)  ms. 

Results  are  shown  in  Fig. 13 where  the  triangles  indi- 
cate  cepstral  estimates  and  the  dots  indicate SIFT 
estimates.  The  points  are  shown  at 32 ms  increments. 
The  analysis  covers  an  extremely  wide  range of funda- 
mental  frequency,  from  approximately 70-330 Hz. 
This  range  encompasses  the  vast  majority of funda- 
mental  frequency  range  from  adult  male  speech  to 
children’s  speech. With  the  exception of a few frames 
of data,  the  results  are  seen  to be quite close. There is 
one  gross  error  due  to  the  cepstral  analysis at frame zero 
and  one  due  to  the  SIFT  analysis  at  frame 20, where  the 
second  harmonic of the  pitch  period  had  slightly  higher 
amplitude  than  the  fundamental.  The  average  deviation 
between  the  two  curves  (excluding  the  two  gross  errors) 
is approximately 3 Hz.  These  results  are  obtained  in 
spite of the  fact  that  the second formant  frequency F2 
varies  from  slightly  above  to  slightly below the folding 
frequency  in  the  SIFT  algorithm.  For  several  frames of 
data,  namely  frames 12-21, a component  due  to F2 
occurs  in the  autocorrelation of the  inverse  filter  output. 
If sharper  input filtering is applied,  the  results a t   t he  
high  fundamental  frequency will compare  favorably 
with  the  cepstral results. 

To  demonstrate  typical  results  obtainable  from  SIFT 
where  both  voiced  and  unvoiced  sounds  occur, the 
phrase  “put  she  can,”  spoken  with  each word empha- 
sized,  was  analyzed.  Again,  for  comparative  purposes, 
cepstral  analysis  was  performed  on  the  same  frames of 
input  data.  Within  any  range,  say (2, 16) ms,  a  peak 
can  be  found  for  cepstral  output. So that  no  difficulties 
would be  encountered  in  the  voiced-unvoiced  decision 
using cepstral  analysis,  the  decision  was  made  manu- 
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Fig. 14. Peak correlation values  measured  from  SIFT 
for  the  phrase “put she can.” 
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Fig. 13. FO analysis for the  utterance “oh.” 

ally  by  inspection of the  cepstral  output  data for  each 
frame. If a reasonably  sharp  peak  occurred  with  respect 
to  the noise  level,  the  segment  was  defined  as  voiced 
with Fo = 1/P, where P is the  location of the  maximum 
peak  in  the  range  (2,  16)  ms.  Otherwise,  the  segment 
was  defined as  unvoiced  and P was  not  used. 

The  fundamental  frequency  and  voiced-unvoiced  de- 
cision  with  the S I F T  algorithm  were  obtained  auto- 
matically.  First,  it  is of interest  to  observe  the  character 
of the  normalized  peak  amplitude  within  each  frame as 
a function of the  frame  number.  The  peak  uninterpo- 
lated  and  interpolated  values  versus  even  frame  num- 
bers  are  shown  in  Fig.  14.  Based  upon  the  previously 
discussed  model, the  peak  correlation  value  excluding 
the  origin  would  be  expected  to  vary  from  around  0.30 
to 0.70,  depending  upon  the  number of pitch  periods 
per  window  and  the  variation  between  pitch  period 
values  within  the  window. 

For  unvoiced  speech,  the  correlation  between  sam- 
ples is small,  with  the  actual  value  depending  upon  the 
number of samples  analyzed. The  peak  correlation 
(excluding the  origin)  for  unvoiced  speech  is  usually 
less than 0.35 if N>60.  In  fact,  within a 99.9 percent 
confidence  interval  the  peak  amplitude  in  an  unvoiced 
portion will be less than 0.378. Thus,  with  good  theoreti- 
cal  justification i t  is possible to use a fixed threshold to 
make  voiced-unvoiced  decisions,  using  the S I F T  algo- 
rithm.  As a conservative  value,  0.4 is chosen as the 
threshold.  Although  this  value  effectively  guarantees 
that   an unvoiced  segment will not be  defined as voiced, 

Fig. 15. Results of voiced-unvoiced decision from SIFT algorithm 
shown on spectrogram of utterance “put she can.” 

i t  does  not  guarantee  that voiced  segments will not 
occasionally  be  mistaken  for  unvoiced  segments.  De- 
tection of these  conditions  and  their  correction  is  ac- 
complished  automatically  by  the flow chart  presented 
previously  in  Fig.  12.  For  visual  comparison,  the  auto- 
matically  estimated  boundaries  are  shown  on a spectro- 
gram of the  utterance  in  Fig.  15.  Note  that  the  actual 
phrase  analyzed  has  nearly all of the  initial  plosive  /p/ 
missing and  thus  the  analysis  defines  the  beginning as 
voiced. All of these  boundaries  are  within 9 1 frame 
(16  ms) of those  estimated  manually  from  cepstral  anal- 
ysis output  data.  Representative  time  series  from  which 
the  voiced-unvoiced  decisions  and  fundamental  fre- 
quency  estimates  were  obtained  are  compared  along 
with  the  input  data  in  Fig. 16. Every  other  frame of 
data,  from  frame 22 through  frame  46  is  shown.  The 
leftmost  series  is  the  cepstral  output  data  from 2 to   16 
ms.  A  single  normalization  factor  was  applied t o  all 
frames of da ta  for  plotting  purposes. The  middle  series 
is the  output  data  from  the  SIFT  algorithm jus t  before 
the  peak  peaking  and  interpolation.  On  the  right is 
shown  the  corresponding  frames of input  data  from 
which the  cepstral  and  SIFT  algorithm  results  were 
obtained. 

By  inspection  of  the  input  data,  it  can  be  seen  that 
frames 22-24 are unvoiced  while  voicing  is  beginning  in 
frame 26. Frames 28-32 are  clearly  voiced,  while  frame 
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Fig. 16. Input  and  output  waveforms  for the cepstral 
and SIFT algorithm. 

34 shows  a  voiced  segment  ending.  Frames 36-42 are 
clearly  unvoiced,  while  frames 44-46 are  cleariy  voiced. 

The  voiced-unvoiced  decisions can  also  be  easily 
made  by  visual  inspection of the  cepstral  data.  Frames 
28-32 and 44-46 are voiced. A l l  other  frames  are 
unvoiced. 

T h e   S I F T  results  shown  in  these  frames  correspond 
to  the  data  calculated  within  the  tracking window of 
length  8  ms  with  initial  center  location  chosen as 6  ms. 
At  frame 26, the  algorithm  starts  tracking  the voiced 
portion.  Tracking is continued  with  the  center  location 
of the window  equal to  the  previous  pitch period  esti- 
mate  until  frame 36 a t  which  time an unvoiced  decision 
is made  and  the  window is shifted  back  down  to  the ini- 
tial  location for frame 38. Only  positive  correlation 
values  can  be  candidates for pitch  peaks  and  thus  nega- 
tive  values  were set to zero  for  plotting  purposes. 
Frames 28-34 and 44-46 were automatically  defined 
as voiced. I t  is interesting  to  note  that for these  frames 
of data  the  relative  values of the  peak  amplitudes 
in both  the  cepstral  and  SIFT  output  are  quite 
similar. 

Referring  to  Fig.  14,  one  additional  advantage  of  per- 
forming  interpolation  can  be  seen.  For  the  regions  in 
which  voicing occurs,  interpolation  significantly in- 
Creases the  peak  values, while  for  unvoiced  portions 
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interpolation  makes  very  little  difference.  Thus,  the 
effective  desired  peak to  undesired  signal  ratio is in- 
creased,  allowing for somewhat  easier  discrimination 
between voiced and unvoiced  sounds. 

In  Fig. 17, the  estimated  fundamental  frequency 
versus  even  frame  numbers  has  been  presented  for  sev- 
eral  situations.  The  triangles  denote  cepstral  analysis 
results  (resolution of 0.1 ms)  which will be  considered 
as reference  values. The  circles  indicate Fo estimates 
from SIFT  without  interpolation  (that is, estimates 
with a resolution of 0.5 ms) and  the solid dots  indicate 
FO estimates  with  interpolation  (corresponding  to a 
resolution of 0.125 ms). 

The  results  just  shown  are  extremely close  for each 
voiced  segment.  Note  that  the  interpolated  values  do 
generally  lie  much closer to  the  cepstral  analysis  esti- 
mates  than  noninterpolated  estimates. 

IV. Summary 

A new algorithm  for efficient accurate  automatic 
extraction of fundamental  frequency  from  speech  has 
been  developed.  Experimental  results  have  been  pre- 
sented  to  demonstrate  the  accuracy of the  SIFT algo- 
rithm  with  respect  to  the widely  used  cepstral  analysis 
method. 

Rather difficult  analysis  examples  were  purposely 
chosen to  illustrate  both  the  capabilities  and  limitations 
of  the  method.  The  algorithm  does  not  guarantee  error- 
free  analysis;  in  one  example, a gross  error was shown. 
Also, i t  was shown  that  in  practice, a few more  tests  in 
addition  to  a  simple  “yes-no”  threshold decision are 
necessary to  determine  whether a segment is voiced or 
unvoiced. 

Furthermore, i t  has been  experimentally  demon- 
strated  that   the difficult  problem  of  detecting voicing 
during  the  transition from  a  voiced to unvoiced  interval 
is not  completely  resolved.  An  illustration of this  prob- 
lem can  be  seen  from close inspection of the  vicinity of 
frame 35 in  Fig. 15. ( I t  should  be  pointed  out,  however, 
that  whenever  the  SIFT  algorithm failed to  extract 
correct  voicing,  cepstral  analysis  also  failed.) 

Even  with  these possible  limitations,  the S I F T  algo- 
rithm is believed to  be a very  worthwhile  approach for 
consideration as a fundamental  frequency  extraction 
technique  in  automated  digital  speech  analysis  systems 
for the following reasons: 1) the unvoiced-voiced  de- 
cision algorithm is quite  simple; 2) implementation re- 
quires  only  the  four  elementary  arithmetic  operations, 
without  any  table  lookups  or  complex  indexing  (such 
as  necessary for FFT implementations); 3) the algo- 
rithm is very efficient computationally;  and 4) informal 
listening  tests of synthetic  speech  show  no  significant 
perceptual  differences  when  cepstral  analysis  and  the 
SIFT  analysis Fo contours were compared. 

The  SIFT algorithm is conservatively  an  order OF 
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Fig. 17. Estimated  fundamental  frequency  curves versus frame  number  for  utterance “put she can.” 

magnitude  faster  than  cepstral  analysis, if prefiltering 
is done  with  an  analog  filter. I t  was  demonstrated  that 
the  filter  response  characteristics  are  generally  not 
critical  since  all  results  presented  here  were  accom- 
plished by  digitally  simulating a low-order  Chebyshev 
filter. Even  with  general  purpose  minicomputers i t  
should  be  possible  to  accurately  analyze  fundamental 
frequency  contours  within  ten  or  twenty  times  real  time 
using  the  SIFT  algorithm.  Presently  techniques  are 
being  considered  for  implementing  a  real-time  hard- 
ware  version of the  SIFT  algorithm. 
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