October 7th, 2003

Today’s Menu

1) Keep Journal of your activities, assignments projects, class work, etc.

  All your work should be on your webpage or directory

2) Look at Dr.ebrahimi.com

3) Conference regarding 

a. Round Robin Assignment

b. Operating System Definition

c. Journal

4) Help in assignment do it simple.

a.   Array initialization ( Burst Time (extra credit Random Number generator)

b.   Set a slice time


c.   Make a loop ( subtract quantum time


d.   Display a report when each job is done


e.   Stop loop when all the jobs are finished using counter or flag


f.    Set Priority

5) How to initialize an array (chapter 5).


a. Static initialization


b. Read from a file

7) Operating System Text book.


Read:



Chapter 6 – CPU scheduling



Chapter 9 – Memory Management

http://www.cogs.susx.ac.uk/local/teach/in2os/pnotes3-4up.pdf
Notes:
First Come First Served:

· The Ready Queue is simply a FIFO Queue.

· First come First Served does not use Splice time

· The problem is waiting time.

· Average waiting time can be long

Gantt chart:

Gantt chart is constructed with a horizontal axis representing the total time span of the project, broken down into increments (for example, days, weeks, or months) and a vertical axis representing the tasks that make up the project (for example, if the project is outfitting your computer with new software, the major tasks involved might be: conduct research, choose software, install software). Horizontal bars of varying lengths represent the sequences, timing, and time span for each task.
Shortest Job First:

· Choose the job which will use the least CPU time (CPU burst) until it blocks or terminates next.

· There are two flavors of this preemptive and non preemptive.

· For the former, if a job enters the ready queue with CPU time less than the remaining time of the current executing process then switch them over – “shortest Remaining Time First”

Problems with (SJF)

· You can’t determine the CPU usage in advanced

Priority Scheduling:

· A general policy incorporating the previous two.

· Assign a priority number to each process in the ready queue

· Allocate CPU to process with highest priority (usually the lowest number) –This can be preemptive

· E.g. SJF assigns priority -- )the next estimated burst time) to arriving processes

· Problem: what happens when a stream of low priority processes arrive? – could get starvation.

· One Solution: ageing.  Priorities increase over time.

· Priority scheduling is the policy used for java threads.

Round Robin:

Used For time sharing systems.  This is FCFS with preemption after a fixed time interval—the time quantum.

· Each process in the ready queue is allocated, q (the quantum).  Units of CPU time and are then preempted and put back at the end of the ready queue.

· If q is too large then this just devolves into FCFS scheduling.

· If q is too small then the overhead in context switching costs more than the actual time used to execute jobs.

· Rule of thumb: 80% of CPU bursts should take less than q
Best suited to systems with many short jobs!

Word of the Day: Semaphore- semaphores are a technique for coordinating or synchronizing activities in which multiple processes compete for the same operating system resources. A semaphore is a value in a designated place in operating system (or kernel) storage that each process can check and then change. Depending on the value that is found, the process can use the resource or will find that it is already in use and must wait for some period before trying again.
