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Kevin Riches Journal

1) Summary of CPU Scheduling.

Introduction: CPU scheduling is the basis of multiprogrammed operating systems.  By switching the CPU among processes, the operating system can make the computer more productive. 

CPU scheduling is the process of selecting and allocating the CPU to a waiting process.  

2) Review previous classes

a) What is Operating System? - An operating system (sometimes abbreviated as "OS") is the program that, after being initially loaded into the computer by a boot program, manages all the other programs in a computer.  It is a program that helps you use and utilizes computer resources in an efficient and friendly way.
b) CPU scheduling Algorithm

c) Round Robin- A round robin is an arrangement of choosing all elements in a group equally in some rational order, usually from the top to the bottom of a list and then starting again at the top of the list and so on
d) SJF, FCF

3) Keep track of your journal


a) Class


b) Text


c) Ebrahimi book

4) What is Kernel-The kernel is the essential center of a computer operating system, the core that provides basic services for all other parts of the operating system. A synonym is nucleus.
5) Cisco problem with algorithm of Round Robin.

6) Introduction to OS Round Robin

7) Compare windows NT, Unix, Linux and other operating systems.

8) Concurrency-


Problems:

a) time

b) sharing resources – creating a deadlock

9) How to stop a deadlock.


a) Set priority

10) Multithreading -Multithreading is the ability of a program or an operating system process to manage its use by more than one user at a time and to even manage multiple requests by the same user without having to have multiple copies of the programming running in the computer.

11) Memory Management.


a) Physical Memory

b) Virtual Memory – Memory that never runs out. Virtual (or logical) memory is a concept that, when implemented by a computer and its operating system, allows programmers to use a very large range of memory or storage addresses for stored data. The computing system maps the programmer's virtual addresses to real hardware storage addresses. Usually, the programmer is freed from having to be concerned about the availability of data storage.
Data is read in units called "pages" of sizes ranging from a thousand bytes (actually 1,024 decimal bytes) up to several megabyes in size. This reduces the amount of physical storage access that is required and speeds up overall system performance.
c) Buffer- is a data area shared by hardware devices or program processes that operate at different speeds or with different sets of priorities. The buffer allows each device or process to operate without being held up by the other. In order for a buffer to be effective, the size of the buffer and the algorithms for moving data into and out of the buffer need to be considered by the buffer designer
12) Goto website http://www.cs.ucsd.edu/classes/fa03/cse120/Lec01x4.pdf if doesn’t work type in university of California- introduction to operating systems in google.  Has their schools lectures on operating systems and use the same textbook.

13) File systems: Tree structure of the files
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CPU Scheduling


Main Operating system

Name 3 types of CPU scheduling?

a) First come first serve

b) Shortest job first- best because you have average waiting time.  Difficult to implement because you can’t predict the time of the next CPU burst.

c) Round Robin

Turnaround time = service time + waiting time. Divide by the number of total jobs to get the average turnaround time.

Swapping-Context switch time

