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This article on generalized predictive trellis coded quantization (TCQ) of speech is basically about the technical aspects of speech synthesis. An extensive summary of the article follows, and then an analysis. A recommendation concludes that the article is generally difficult to understand. Note that in the article, comparisons and evaluations are made in math and computer science terms. For example, a number of computations such as “add” means that the computer must add that many times for a given algorithm.
The introductory section indicates that digital communications convert wave—forms samples into a sequence of bits, transmit them through a medium, and then reconstruct them back to approximately the original. The sampling theorem in regards the rate of sampling is also stated.

Quantization error is explained to be round-off error from a continuous and uncountable alphabet, similar in effect to real numbers. Reducing that quantization error is the goal of this article. In working towards this goal, a noise feedback coding structure is the basic system on top of which a method described as trellis coded quantization is implemented. A trellis is different from a tree structure in that the connections are more lattice-like rather than tree-like. The results of the implementation were evaluated as excellent for a rate of sixteen kilobits per second, with only a modest encoding delay. More generalized implementation results are presented in the conclusion. 

The block diagram in figure one is explained as typical digital communication system. The components are a source coder/decoder, a channel coder/decoder, and a modulator/demodulator. Their respective functions are to encode into/decode from a source into/from a sequence of bits, reduce the effects of noise corruption on the channel by coding some redundancy into the sequence of bits, extract the original sequence of bits from the redundant sequence, and convert bits into wave-and reconstruct bits from waveforms. The reason for the redundancy is that noise affects the original waveform message as it travels through the medium. Through redundancy, the original sequence of bits can be extracted from the waveform message more accurately. The structure shown in the diagram was chosen because of the simplicity and efficiency of that kind of system. The main focus of this paper is on the source coder/decoder, and diagram two, which is derived from diagram one, reflects this emphasis. The second diagram is explained to be a lumping together of all the components except the source coder/decoder in the first diagram into a digital channel, assumed to be error-free.

After the introductory section, the following sections are devoted to background material, to generalized predictive trellis coded quantization, to generalized predictive trellis coded quantization of sampled speech, to symbol release rule, and then to a conclusion.

In the background section, the subsections are briefly introduced as distortion measures, trellis coding, coded modulation, differential pulse code modulation, and trellis code quantization.
In the distortion measures subsection, signal-to-noise ratio and segmental signal-to-noise ratio are explained in mathematical terms. Segmental signal-to-noise ratio has been included because many researchers think it is a more realistic measure of speech quality.

The subsection on trellis coding, focuses on the trellis diagram in figure three. A trellis diagram is a time dependent transition diagram for a finite state machine. Finite state machines can be thought of as the computer on many appliances. States can be thought of as on, off, door open, low temperature, high temperature on a microwave. Figure three is a trellis diagram for a machine with four states. The components of the machine are storage, an adder, inputs and outputs. A state is the actual contents of the storage selected from an input alphabet. In the trellis, the branches are state transitions, and the labels on each branch are the inputs necessary to produce a transition to a state. A path through a trellis is a sequence of states and transitions. A trellis diagram can be labeled with outputs instead of inputs to in order to yield a sequence in an output alphabet. A trellis code with a sampling rate of one bit per sample is the set of output sequences. The definition of a trellis coder is given as a coder of a trellis that produces output sequences that maximizes the signal-to-noise ratio of the waveform message. The Viterbi algorithm mentioned here is an elegant way of searching for the best path through the trellis.

The subsection on coded modulation is a hardware section devoted to the modulator/demodulator, or modem, and a transmission method called amplitude modulation for a noise-prone channel. A signal constellation is defined to be the set of all points on a line corresponding to amplitude modulated waveforms, and an example of a signal constellation with a two bits per waveform sampling rate is shown in figure four. The equivalence of the transmitted sequence on the channel to the reconstructed output sequence of the demodulator can be shown, even though the transmitted sequence may be corrupted by noise in the channel. The output sequence of the demodulator is reconstructed in such a way as to minimize the probability of error caused by noise. Each waveform signal will be compared to waveform symbols in the signal constellation and that symbol which corresponds closest with the waveform signal will then be used to translate the waveform signal into bits. In the modulator, one of the input bits could be used to select a set of output sequences and then the subsequent bit is used to select a waveform symbol from the signal constellation. This kind of coding is called convolutional code, and its output sequences can be specified with a trellis. A signal constellation example is given in figure five and a partial trellis diagram of a state machine for convolutional code is given in figure six. Coded amplitude modulation works relatively better than plain amplitude modulation because the differences between its output sequences are more distinct and less prone to error, for the same amount of transmission power.

The subsection on differential pulse code modulation mainly explains the block diagram, the components, and their functions in figure seven. The components are a predictor P, a quantizer Q, a current data sample, a prediction, and a prediction error. The “^” symbol indicates that the symbol below it is quantized. The prediction error is quantized and subtracted from the current sample and as a result, distorts value of the current data sample. The distorted data sample is sent through the channel and then on the other side, the prediction error is added back onto the distorted data sample to get the original value of the data sample back again.
In the subsection on trellis code quantization, the Euclidean distance is defined mathematically, and reasoning shows that minimizing the Euclidean distance is equivalent to maximizing the signal-to-noise ratio. A synthesis of background material introducing the concept of a predictive quantizing trellis coder is presented along with an evaluation. Compared to other conventional trellis coders, it is less complex.
The section on generalized predictive trellis coded quantization covers the block diagram in figure eight, the residuals used in conjunction with data samples, and an in-depth mathematical model of a trellis using residuals. The components of the block diagram are a predictor P, noise feedback filter A, a quantizer Q, a current data sample, a prediction error, and a quantization error sequence. Through reasoning, the block diagram in figure eight is shown to be equivalent to the previous block diagram in figure seven. The noise feedback filter is usually a bandwidth-expanded version of the predictor. The difference is a value that affects the sound quality when it is varied from .9 to 1. A residual is the prediction error, or the sum of a prediction derived from the current data sample and of cumulative quantization errors from each previously computed prediction. The "memory" section mentioned of the previously discussed differential pulse coded modulation can be thought of as a residual. These memory values are transmitted with the actual data samples in some coded form. As a result, the receiving end can make sure that the data samples are not corrupted by checking to see if the memory values are what they are expected to be. Residuals can be computed inside of a trellis along with the data samples and used to choose a path. The complete path through the trellis is found by choosing the path at each branch with the smallest distortion of the data sample, in other words, a cumulative residual. A trellis of this form is presented mathematically in the article and evaluated.

Two simulations each for signal-to-noise ratio and for segmented signal-to-noise ratio are described in the section of generalized predictive code quantization of sampled speech. Residuals are used as well as a variance estimator that is described in mathematical terms. A residual is divided by the square root of the variance estimate before becoming quantized. Then the quantized residual is multiplied by the square root of the variance estimate again. On the receiving end, the variance estimate is computed using the transmitted quantized residual. Selected functional values for the variance estimator are presented as the choice ones to use. A least squares lattice similar to a trellis normally produces reflection coefficients, or reciprocal multipliers, but for use in the simulators, the reflection coefficients are converted to residuals. The quality of the speech from the simulators is judged to be excellent, with the expected difference showing up between the signal-to-noise ratio and the segmented signal-to-noise ratio simulations.

Table one presents sentences to be encoded and reconstructed into speech by the simulators, and table two presents the results of the simulations. For comparison purposes, the results of a differential pulse coded modulation system using a least squares lattice are also listed in the last column of table two. The graph in figure nine is for plotting the results of certain values of residuals and delays used in encoding sentence one in table one as is described in the following section.
The section on symbol release rule explains in detail how the values in table two are derived, and shows that various changes in delays and residuals produce different results.
The sentences are divided into large blocks, encoded by the Viterbi algorithm, and then released, or transmitted in the fashion as described earlier. To avoid unacceptable delays, a variable delay rule is followed. Delays and residuals are inversely proportional to each other and a traceback function is proportional to residuals over delays. If a residual is used in any trellis, back tracking through the trellis must be done for each data sample. The traceback cost was ignored in the evaluations in the previous sections, but when it is included in the simulations, their evaluations are still reasonably good. (A practical implementation consists of segmented signal-to-noise ratio, a finite state machine with four states, and an amplitude modulation trellis with no memory.) The results of experimenting with residuals and delays in these simulators are examined and graphed. For a fixed residual, increasing the delay increases the segmented signal-to-noise ratio. For delays much greater than the residual, a small decrease occurs, but is insignificant in the light of better performance overall of predictive trellis coded quantization as compared to differential pulse coded modulation. The small decreases are inherently a result of the predictive nature of the trellis coder. Conclusions are presented and recommendations made in the closing of the section.

The conclusions section presents a short summary and an evaluation of a complete predictive trellis coded quantization implementation.
The sections in the article are well defined except for the symbol release rule section, which should have been a part of, or at least a subsection of generalized predictive trellis coded quantization of sampled speech section. The background section is very helpful to computer scientists new to the subject of speech synthesis and to those familiar with communications and networking theory. The figures and diagrams are generally helpful, but in some of them, one has to search for clarifying material in the article. The tables are not very helpful at contributing to the understanding of the article, but are simply presentations of data for comparison purposes.

This article is aimed at the computer scientists, software engineering and advanced computer programming teachers, computer science students, and computer programmers interested in data communications and speech synthesis. The magazine where the article came from also has a similar audience of professionals in computer science education. The reading level is quite high, and the vocabulary is sometimes too abstract to derive a very meaningful understanding of the material in most of the article. Knowledge of calculus is also required to make full use, if any, of the concepts presented in the article. Some of the material is based on concepts in general computer science, and foreknowledge of these concepts is also required for understanding. Recommendations are against reading this article for the above reasons, but may be worthwhile for programmers working on software dealing with speech synthesis.
