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A number of standards have been developed to map IP over ATM networks

1. Classical IP over ATM – RFC1577, IETF

2. LAN Emulation (LANE), ATM Forum

3. NARP and NHRP, IETF

4. Multi-protocol over ATM (MPOA), ATM Forum

5. Multi-protocol Label Switching (MPLS), IETF

Multi-protocol label switching is the primary packet-switching technique for backbone networking.

MPLS provides a third mechanism (different from IP and ATM) for control and path calculation. MPLS nodes (called Label Switched Routers – LSRs) use a routing protocol such as OSPF to calculate network paths and establish connection-oriented path.  The paths are called Label Switched Paths (LSPs) and these paths are built using CR-LDP (Label Distribution Protocol) or RSVP-TE (Resource Reservation Protocol- Traffic Engineering). These LSPs are connection-oriented rather than connectionless and they can be provisioned manually analogous to PVCs that have been set up for traffic engineering. LSPs are independent of underlying link-layer (Layer-2) protocols.

The MPLS protocol is a critical component for extending best-effort IP networks to include support for traffic engineering, quality of service (QoS) and virtual private network (VPN).

1. Introduction

MPLS stands for “Multi-protocol label switching”. Multi-protocol because this technique is applicable to any network layer protocol. In an MPLS network incoming packets are assigned a “Label” by a “Label Edge Router” and then packets are forwarded along a “Label Switched Path (LSP)” where each “Label Switched Router (LSR)” make forwarding decision based solely on the contents of the label. At each hop, the LSR strips off the existing label and applies a new label, which tells the next-hop how to forward the packet.

In MPLS data transmission occurs on Label Switched Paths. LSPs are a sequence of labels. LSPs are established either prior to data transmission (control-driven) or upon detection of a certain flow of data (data-driven).

2. Goal of MPLS

The initial goal of MPLS was to bring the speed of layer-2 switching at layer-3. Label based switching methods allows routers to make forwarding decision based on the content of label rather than by performing a complex route lookup based on destination IP address. This justification for MPLS is no longer perceived as the main benefit, since layer-3 switches (ASIC based routers) are able to perform route lookup at sufficient speed. MPLS brings many other benefits to IP based network like Traffic Engineering and support for VPN.

The MPLS technology addresses following requirements

· It integrates the label-swapping paradigm (switching cells when ATM is used as the underlying link layer) with network layer routing.

· It improves the price-per-performance of network layer routing.

· It facilitates scalability through traffic aggregation

· It provides greater flexibility in the delivery of new routing services, thereby improving the potential of traffic engineering

· It supports the delivery of services with guaranteed QoS.

3.  MPLS nodes

The nodes that participate in the MPLS mechanism can be classified as “Label Edge Routers (LERs)” and “Label Switching Routers (LSRs)”.  

A LSR is a high-speed router in the core of a MPLS network that participates in the establishment of LSPs using appropriate MPLS signaling protocol and high-speed switching of the traffic on the established paths.

A LER operates on the boundaries (edge) of MPLS network. It supports multiple ports connected to dissimilar networks (e.g. frame relay, ATM, Ethernet) and forwards traffic received from these networks on to the MPLS network after establishing LSPs.  For a given flow the LER acting as a entry point is called “Ingress LER” and the LER acting as exit point is referred as “Egress LER”.

4. Labels

A label in its simplest form identifies the path a packet should traverse.  A label is carried or encapsulated in a layer-2 header along with the packet.  The receiving router examines the packet for its label content to determine the next hop. On receiving a packet from non-MPLS domain the LER first analyzes the network layer header and decides  “Forward Equivalence Class (FEC)” to which the packet belongs to and assigns one label to it. The FEC is a representation of a group of packets that share the same requirements for their transport.

MPLS is intended to run over multiple link layers. The lower link layer can be ATM, Frame Relay or PPP/LAN.  The label values are derived from the underlying data link layer. If the link layer is ATM then VPI/VCI values and in case of frame relay the DLCI value can be used for label encoding.

4.1. Label for PPP/LAN link layer

Label is defines as a 32-bit long, fixed length locally significant identifier that is used to identify a FEC. The labels are of local significance in the sense they pertain only to hops between LSRs. A label that is put on a packet represents the Forwarding Equivalence Class to which that packet is assigned.

5. Label Assignment and Distribution

Labels are bound to an FEC. These bindings can be either “Data Driven” or “Control Driven”. The later is preferable because of its scalable properties. Label assignment decision may be based on forwarding criteria such as following

· Destination unicast routing

· Traffic engineering or QoS

· Multicast

· VPN

5.1. Label Creation

There are several methods used in label creation

Topology based – uses normal processing of routing protocols such as OSPF and BGP.

Request-based – uses processing of request based control traffic such as RSVP.

Traffic-based – uses the reception of a packet to trigger the assignment and distribution of a label.

The topology and request based methods are basically the examples of “Control Driven” binding while the traffic based method is “Data Driven”.

5.2. Label Distribution Modes

The decision to bind a particular label “L” to a particular FEC “F” is made by the LSR which is DOWNSTREAM with respect to that binding. The downstream LSR informs the upstream LSR of the binding. Thus labels are “downstream-assigned” and label bindings are distributed in the “downstream to upstream” direction.

Label Distribution can be performed in two different modes

· Unsolicited Downstream

The MPLS architecture also allows a LSR to distribute FEC-label binding information to LSRs that have not explicitly requested for the information. This is known as “Unsolicited downstream” distribution.

· Downstream-on-Demand

When a LSR explicitly requests from its next hop (LSR) for a particular FEC and label binding for that FEC, it is called “downstream-on-demand” label distribution. The “ingress” LER requests a label from its downstream neighbor so that it can bind to a specific FEC. The same mechanism is employed down the chain of LSRs up until the “egress” LER. In response to “label request” a downstream LST sends a label to the upstream initiator using the “label mapping”.

Any MPLS node may provide one or both the modes but the peer LSRs should agree for a common technique.


Figure 1 Label Distribution (Downstream-on-Demand)

5.3. Label Retention Mode

A LSR may receive an FEC-label binding information from another LSR who is not acting as a next hop at present for that FEC. If the LSR supports “Liberal Label Retention Mode” then it maintains the arrived FEC-label binding information which is received from a LSR who is not the next hop for that FEC but if it supports “Conservative Label Retention Mode” then it discards such binding information arrived.

“Liberal” mode allows quicker adaptation to change in topology / routing and allows for the routing of traffic to other LSP in case of changes. The “conservative” mode requires a LSR to maintain less number of FEC-label binding information. The “conservative” mode is recommended mode for the ATM-LSRs.

6. Label Merging

Label Merging happens when one LSR bounds multiple incoming labels to a particular outgoing label (or FEC). With label merging the no. of outgoing label required per FEC is one, whereas without label merging the no. of outgoing labels per FEC could be as large as number of nodes in the network.

When one LSR capable of doing “Label Merging” assigns a single label to packets arrived from different incoming interfaces with different labels then the information that they arrived from different interface is lost. ATM LSRs using SVC or SVP encoding can not perform label merging.

6.1. Label Merging over ATM

In ATM label merging can result in the interleaving of cells from various packets. If cells from different packets get interleaved it is impossible to reassemble the packet. Following are the methods that can be used to eliminate the cell-interleaving problem in ATM

· VP merge, using the SVP multipoint Encoding

Multiple virtual paths are merged into a virtual path but packets from different sources are distinguished using the different VCIs within the VP.

· VC merge 

When VC merge is used switches are required to buffer cells from one packet until the entire packet is received. This introduces some delay.

7. LDPs

A “Label Distribution Protocol” is a set of procedures used between nodes in MPLS network to establish and maintain the label bindings (FEC-label binding). Two LSRs, which use a label distribution protocol to exchange label-FEC binding information, are known as “label distribution peers” (not necessarily adjacent).

MPLS architecture does not mandate the use of a single method of signaling for label distribution.  Some existing protocols have been extended so that label distribution can be piggybacked on them (e.g. MPLS-BGP, MPLS-RSVP-TUNNELS). The IETF has also defined new “label distribution protocols” for the explicit purpose of distributing labels (e.g. MPLS-LDP). Extensions to the base LDP protocol have also been defined to support explicit routine based on QoS and CoS requirements. These extensions are captured in the “Constraint-based Routing” LDP protocol definition (MPLS-CR-LDP).

Various schemes used for label distribution are as follows

LDP – maps unicast IP destinations into labels

RSVP, CR LDP – used for traffic engineering and resource reservation

PIM – used for multicast states label mapping (protocol independent multicast)

BGP – external labels (VPN)

7.1. MPLS-LDP

The MPLS-LDP has four categories of messages.

· Discovery Messages – used to announce and maintain the presence of a LSR in the network.

· Session – used to establish, maintain and terminate the sessions between LDP peers.

· Advertisement – used to create, change, and delete label mappings for FECs.

· Notification – used to provide advisory information and signal error information.

8. Packet Forwarding/Routing

Each LSR maintains “Incoming Label Map (ILM)” to store routing information for labeled packets.  The ILM maps each incoming label to a set of “Next Hop Label Forwarding Entry (NHLFE)”. 

NHLFE contains following info

· Next hop

· Operation to be performed on the packet’s label stack

Following are the possible operations that a LSR can perform on the label stack

· Replace the label the TOS with a specified new label

· Pop the label stack

· Replace the label at TOS with a specified new label and then push one or more specified new labels

If the packets next hop is the current LSR itself then the label stack operation must be to “pop the stack”.

In order to forward a labeled packet a LSR examines the label at the top of the label-stack and then uses ILM to get corresponding NHLFE. Using the information given in the NHLFE it determined where to forward the packet and performs appropriate operation on the label-stack.

When an unlabeled packet arrives or enters the MPLS domain a LSR analyzes the network layer header to determine the FEC then it uses “FEC-to-NHLFE Map (FTN)” to map FEC to an NHLFE. Using the information in the NHLFE it determines where to forward the packet and performs an operation on the packet’s label stack. The FTN map may contain more than one NHLFE entry for one FEC, it is desired to balance the load over multiple equal cost paths.

8.1. Route Selection / LSP Setup

Within an MPLS domain a path is setup for a given packet to travel based on an FEC. The LSP setup for an FEC is unidirectional in nature. The return traffic must take another LSP. There are two different options available to select the LSP for a particular FEC.

· Hop-by-Hop routing

This method allows each LSR to independently choose the next hop for each FEC. It is similar to that currently used in IP networks. The LSR uses any available routing protocols like OSPF, ATM private network-to-network interface (PNNI).

· Explicit Routing

In this method each LSR does not independently chooses the next hop for each FEC. A single LSR (Ingress or Egress) specifies all the LSRs in the LSP. Explicit routing is similar to source routing used in IP networks. This eases traffic engineering throughout the network and differentiated services can be provided.

The sequence of LSRs followed by an explicitly routed LSP may be chosen by configuration or may be selected dynamically by Ingress or Egress LSR. 

In MPLS the explicit route needs to be specified at the time when labels are assigned, but explicit route does not have to be specified with each IP packet. This makes MPLS explicit routing much more efficient than the alternative of IP source routing.

9. ATM Switches as LSRs

ATM switches use the input port and VPI/VCI value as the index to a “cross-connect” table to find out the output port and outgoing VPI/VCI value. Therefore if labels can be encoded directly into the fields that are used by these legacy ATM switches then these switches, with suitable software upgrade, can act as LSRs.

9.1. Label Encoding in ATM Header

Following are the three different possible ways of label encoding in the ATM cell header

· SVC Encoding

VPI/VCI value is used to encode the label, which is at the top of the label stack. One LSP is realized as one SVC and label distribution protocols are used as ATM signaling protocols. But with this technique the LSRs can not perform “push” and “pop” operations on the label stack.

· SVP Encoding

In this technique VPI field is used to encode the label, which is on the top of the label stack. The VCI field is used to encode the second label on the stack. This technique permits the use of ATM “VP-switching”, LSPs are realized as ATM SVPs. 

· SVP Multi-point encoding 

VPI field is used to encode the label, which is on the top of the stack and part of VCI field is used to encode the second label. The remainder of the VCI field is used to identify LSP ingress. If this technique is used conventional ATM VP-switching capabilities can be used to provide multipoint-to-point VPs.

10. MPLS/ATM/IP

When cells are used for MPLS transport the ATM VPI/VCI field becomes the location for the MPLS label. When frames are used, an additional “shim” header is added between PPP and IP headers to carry the MPLS label. 

IP routers and cell switch LSRs can be mixed in the same MPLS network, and a single MPLS path can cross both cell or frame based links. 

11. MPLS N/W Configuration

Overtime MPLS probably will displace ATM, frame relay and even IP routing based networks in carrier backbones and some large enterprise WANs.

Most of the telecom service providers who are offering a combination of circuit switched and packet data services may opt for the “ships in the night” approach, at least until the Voice Over IP becomes a viable alternative to Voice Over ATM.

Following are the two possible homogeneous carriers MPLS network providing only IP services

11.1. Cell based MPLS

An ATM network that is upgraded to include MPLS is called “cell-based” MPLS network. In such cases labels are carried in VPI/VCI field. MPLS can have several modes of operation over ATM. The MPLS must allow “ships in night (SIN)” operation with existing layer-2 switching protocols.

11.1.1. Advantages

· MPLS inherits the ATM hardware label (VPI/VCI) switching. This allows an ATM-LSR to forward packets at very high rates.

· ATM’s powerful traffic management and QoS features that are already embedded in ATM hardware are available for use by MPLS with the proper hooks in the MPLS control software. For example the queuing and scheduling techniques embedded in ATM hardware allow it to provide many class of service. This maps nicely to the Exp/CoS field in the “SHIM” header.

· The use of ATM-LSRs allows for multiple services (voice, video, and data) to be offered on a single platform. Operating MPLS over ATM reduces the number of infrastructures required to provide multiple services

· Protects the capital investment in ATM infrastructure by increasing the utilization of existing ATM network. 

11.1.2. Disadvantages

· SAR bottleneck

· Low recovery time

· ATM-LSR does not support label push/pop

· No ready physical interface to support cell switching > OC-48 

In cell-based MPLS network, it is required to use packet-based PEs (with a cell interface towards the core) because ATM-LSRs are not able to deal with label stack depths greater than one. It introduces the “segmentation and reassembly (SAR)” issue. Therefore in cell-based MPLS network the boundary-nodes should take care of segmentation (the IP packets into cell) and reassembling. It introduces some delay in the network.

One disadvantage of cell-based MPLS network is the additional time required to complete convergence in the event of link failure. Since the LSRs in cell-based MPLS network use “conservative” label retention mode establishment of new LSPs take more time.

One more issue is the backbone speed, if a carrier wishes to aggregate OC-12 or OC-48 IP traffic into an OC-192 it is not possible because there are no physical standards for cell switching at speed greater than OC-48.

11.2. Frame / Packet based MPLS

An IP router-based network that is upgraded to support MPLS is called Frame or Packet based MPLS network. In such cases a “SHIM” header is inserted between layer-2 and layer-3 headers to carry labels.

11.2.1. Advantages 

· No SAR bottleneck

· LSR are capable of doing Push/Pop operations

· Ready support for trunk interface above OC-48

· Support for Label Merging

· Supports IP-VPN

11.2.2. Disadvantages

· IP routing is not “label based”. A “SHIM” header is required to carry the labels.

· The maximum size of IP packet may limit the depth of stack.

· In case of “Diff-serv” model, the Exp/CoS filed can not support all different QoS classes.

12. Abbreviations

BGP
Border Gateway Protocol

FDDI
Fiber Distributed Data Interface

FEC
Forwarding Equivalence Class

FTN
FEC-to-NHLFE Map

FTP 
File Transfer Protocol

IARP
Inverse Address Resolution Protocol

ICMP
Internet Control Message Protocol

IGMP
Internet Group Multicast Protocol

ILM
Incoming Label Map

IP
Internet Protocol

LSP
Label Switched Path

LSR 
Label Switched Routers 

NHLFE
Next Hop Label Forwarding Entry

OSPF
Open Shortest Path First

PNNI
Private Network-to-Network Interface

RIP
Routing Information Protocol

TCP 
Transmission Control Protocol

UDP
User Datagram Protocol

R1


Ingress








R2


LSR








R3


LSR








R4


LSR








Label request for Dest. R4





Label request for Dest. R4





Label request


For Dest R4





Label mapping 


(Use label 9) 





Label mapping 


(Use label 8) 





Label mapping 


(Use label 5) 








