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Abstract

Wireless sensor networks propound an algorithmic researchproblems for prolong-
ing life of nodes and network. The domination algorithms canaddress some of fun-
damental issues related to lifetime problems in ad hoc and sensor networks. Most of
the graph domination problems areNP-completeeven with unit-disk-graphs. The in-
vestigation of the thesis addresses some of lifetime issuesin sensor network with the
approximate domination algorithm.

In this work, we considerdistributedalgorithms of some important domination
problems namely, maximum domatic partition problem (DPP),maximum connected
domatic partition (CDP) problem, minimum connected dominating set (MCDS) prob-
lem, node-mobility transparent connected dominating set problem in context of unit-
disk graphs and obtain solutions using state-of-the-art principles of well-known MIS
(maximal independent sets). We incorporated self-organization feature to domatic par-
tition for sensor networks. Domatic partition problems hasvariety of applications. In
sensor networks our deterministic self-organizing domatic partition algorithm is used to
provide maximum cluster lifetime in hierarchical topologycontrol of sensor networks.
Minimum connected dominating set is reported to provide a virtual backbone for ad
hoc networks. The maximum lifetime of connected dominatingset felt constrained
to support virtual backbone in sensor networks. We modeled the maximum lifetime
connected dominating set as connected domatic partition problem. We introduced a
distributed algorithm for connected domatic partition problem. To our knowledge no
such connected domatic partition is reported in literature.

The minimum connected dominating set has drawn a considerable research interest
and several approximation schemes are reported. We have introduced a collaborative-
cover heuristic and developed a distributed approximationalgorithm for minimum con-
nected dominating set problem using it with a single leader having an approximation
factor of(4.8+ ln 5)opt+1.2, whereopt is the size of any optimal CDS inG. This ap-
proximation provides an effective loss-less aggregation backbone for sensor networks.
The results show the improvement in prolonging the life of sensor networks. The CDS-
backbone gets disturbed by the mobility of nodes. We developed an integrated scheme
adapting CDS to the node’s mobility transparently and efficiently. Adapting CDS to
node-mobility is carried out by using four steps:i) reinforcing a self-organization to
a multi-protocol relay(MPR) based connected dominating set, ii) reinforcing self-re-
configuration of CDS when a node becomes mobile or halts aftermobile operation,iii)
adapting CDS to mobile-node by tracking of mobile node for its location updates and
iv) optimizing location updates using weighted CDS based on a Markov model.

Keywords: Ad hoc networks, clusterhead rotation, Connected Dominating Set, Con-
nected Domatic Partition, node mobility
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Chapter 1

Introduction

Recent advances in VLSI, MEMS and other technologies have led to the growth of
tiny, cheap and low power wireless sensor nodes equipped with three main units: ra-
dio frequency (RF) transceiver, processor and a sensor unit, which is capable of sensing,
computing and communicating by wireless. The battery powered sensor nodes are often
deployed in remote geographic locations and their energy source cannot be replenished.
Newer applications for surveillance, environmental control and defence are possible by
deploying a large number of sensor nodes in the target area and processing the infor-
mation gathered from them. A wireless network of sensor nodes (WSN) is capable of
sensing information of the environment, such as temperature, pressure, humidity, illu-
mination, etc. The network is also capable of compressing, filtering and analyzing the
data to some extent. The gathered and processed informationis usually communicated
to one or more base stations. Nodes route data through intermediate nodes destined
eventually for the base station. Thus, the nodes act as routers in addition to sensing.
Nodes can directly communicate with nodes within their maximum transmission range.
Unit disk graphs (UDG) are intersection graphs of nodes withequal transmission ranges
and provide a graph theoretic model for developing algorithms for WSNs.

While conventional networks aim to achieve high quality of service provisioning
or high bandwidth, sensor networks protocols must focus primarily on efficiency of
communication with an eye on power conservation. For the design of WSN protocols,
this tradeoff opens up the option of prolonging operation lifetime at the cost of lower
throughput or higher density of node deployment. Network lifetime in sensor networks
is referred to as the time elapsed until the first node (or lastnode) in the network depletes
its energy completely. In applications, where all the nodesare critical, lifetime refers to
the time when the first node dies.

Many researchers have looked at extending the lifetime of a wireless system through
the use of more efficient hardware. However, use of energy efficient or power aware

1



2 CHAPTER 1. INTRODUCTION

protocols is a relatively new concept emerging in wireless networking. Until recently,
most of the clustering techniques concentrated on hierarchically organizing sensor net-
works for remote data gathering application. In clusteringprotocols, clusterhead nodes
are loaded with more computational and communication load than non-clusterhead
nodes[2, 3, 4]. Clustering protocols in sensor networks aimto exploit in-network data
aggregation in reducing number of communication having thetradeoff of reduced qual-
ity of solution. Protocol designers then realized the need for load balancing to distribute
the computational overheads of aggregating points or clusterheads across the network
nodes to save early exhaustion of nodes. Energy consumptionof a sensor node can
be broadly classified as useful or wasteful. By useful energyconsumption, we mean
node consuming energy in transmitting or receiving data, local computations and for-
warding data to neighboring nodes. Examples of wasteful energy consumption are the
overheads due to idle listening, retransmitting, load balancing and generating control
packets. Due to high cost of communication and limited energy, it is natural to seek
decentralized, distributed algorithms for wireless sensor networks which can prolong
network lifetime.

WSNs are ad hoc in nature, having no physical infrastructurefor support of network
services such as routing, broadcasting, in-network aggregation and connectivity man-
agement. A virtual backbone can be formed to support such services. Nodes working
on the virtual backbone suffer from early energy exhaustion. Large scale deployment
of sensor nodes in wireless sensor networks needs an efficient organization of network
topology for reducing communication and prolonging life ofnetwork. Hierarchical
topology control employs load balancing to rotate the role of clusterhead operation
across the network nodes to prolong the life of nodes and network.

The rest of the chapter is organized as follows. Section 1.1 presents a compact
survey of the literature and brings out the motivation of thework presented in this
thesis. Individual chapters contain additional survey that is specific to the problem
handled there. Section 1.2 presents an overview of the thesis work and summarises the
contributions made. Section 1.3 describes the organization of the thesis.

1.1 Literature Survey and Motivation

In this section, we present a brief survey of literature on the topics of interest to the the-
sis. The scope of survey is divided into the following areas in bringing out the motiva-
tion of the thesis work: hierarchical topology control of sensor networks, domatic parti-
tion problems in sensor networks, minimum connected dominating set (CDS) problem
and self reorganization of connected dominating sets in sensor networks. This survey
provides the motivation of the problems that have been worked on in the thesis.
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Clustering for Hierarchical Topology Control of Sensor Networks Clustering
techniques can be divided as centralized or distributed, based on whether network wide
information or local information is collected to decide theoptimal hierarchical topol-
ogy control. We present the review of a few distributed clustering schemes to reveal the
important issues such as re-clustering.

LEACH (Low Energy Adaptive Clustering Hierarchy) [3, 5] introduced the tech-
nique of randomly rotating the role of the clusterhead amongall the nodes for equal
distribution of high energy load. LEACH provides significant energy savings, pro-
longed network lifetime by applying localized algorithms and data aggregation within
randomly self elected cluster heads. The main drawback of LEACH is the periodic
re-clustering to elect a new set of clusterheads. Thus, re-clustering has a substantial
wasteful energy overhead.

HEED (Hybrid Energy-Efficient Distributed Clustering) is another protocol to pro-
long network lifetime, using clustering [2] but, using a hybrid approach: clusterheads
are randomly selected based on their residual energy and nodes join clusters such that
communication cost is minimized. Like LEACH, HEED also involves the periodic re-
clustering to elect a new set of clusterheads. Thus, it also suffers from a substantial
wasteful energy overhead.

Recently a distributed minimum cost clustering protocol (MCCP) [6] based on clus-
ter centric cost heuristic has been shown to improve networklifetime as compared to
the HEED protocol.

In a fixed clustering scheme LEACH-F [5], the clusters identified in the initial round
becomes fixed. For load balancing, the clusterhead rotates locally within its fixed clus-
ters. Thus, the fixed clustering scheme results in less energy overhead due to the rotation
of clusterheads locally compared to adaptive clustering schemes such as LEACH and
HEED. However, fixed clustering results in a major drawback of higher overhead in
communication energy due to skewed inter cluster and intra-cluster distances. The ad-
vantages of adaptive clustering and fixed clustering motivates the need of an efficient
load balancing scheme for clustering protocols which should be rotating the roles of
clusterhead with the balanced inter cluster and intra-cluster communication distances.

Domatic Partition Problems in Sensor Networks For a given graphG = (V, E),
the domatic partition ofV is a partition ofV into dominating sets. The domatic num-
berD(G) of G is the size of the largest domatic partition. Note thatD(G) ≤ δ + 1,
whereδ = δ(G) denotes the minimum degree ofG. A graph is said to be domati-
cally full if its domatic numberD(G) = δ + 1 (i.e. the maximum domatic number).
Finding a maximum sized domatic partition is NP-Complete. Feige[7] reported the first
non-trivial approximation algorithm for the domatic partition problem that guarantees
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the largest approximation factor 1
O(lg ∆)

, where∆ denotes the maximum degree of a
node inG. The problem of finding the maximum number of disjoint dominating sets is
modeled as the domatic partitioning of a network graph[7, 8,9, 10]. Three distributed
algorithms for finding largek-domatic partition (k > 1) for different graph models are
reported in [9]. AnO(1) roundk-domatic partition algorithm is reported in [9] for unit
ball graphs (UBG) in Euclidean space where all nodes know their own locations. For
UBGs, thek-domatic partition algorithm givesO(log∗ n) time on metric space with
constant doubling dimensions and when only pairwise distances between neighboring
nodes are known. Finally, for growth bounded graphs using only connectivity informa-
tion, thek-domatic partition algorithm givesO(log∆ log∗ n) time. None of the reported
domatic partition schemes consider self organisation aspects, which is required in sen-
sor networks. In the thesis, we consider aspects of self organisation in the domatic
partition problem. Dominating sets of domatic partitions in sensor networks often need
to be connected. For applications of connected dominating sets, the related problem
becomes connected domatic partitioning (CDP). There is only limited coverage of CDP
in the literature. This has motivated us to work on the CDP problem.

Minimum Connected Dominating Set Problem in Sensor Networks The possibil-
ity of using a CDS as a virtual backbone was first proposed in 1987 by Ephermides[11].
Since, then many algorithms to construct CDS have been reported which can be clas-
sified into following four categories based on construction: i) centralized algorithms,
ii) distributed algorithms using single leader,iii) distributed algorithms using multiple
leaders andiv) localized algorithms. The centralized algorithms requirenetwork wide
global information and hence is not suited for wireless sensor networks which have
no centralized control. Due to its large approximation factor, multiple leader based
distributed CDS construction is not effective for exploiting lossless in-network aggre-
gation. The localized CDS construction approach, first proposed by Adjih[12], is based
on multipoint relays (MPR) but no approximation analysis ofthat algorithm is known
to be reported. Thus, for the problem of lossless aggregation in WSNs, our interest is in
works related to distributed algorithms using single leader for the minimum connected
dominating set.

Single leader based distributed algorithms for CDS construction[13, 14, 15, 16] as-
sume the availability of an initial leader.The base stationis often the initiator or a leader
election algorithm is used for the initiator. The distributed algorithm uses the idea of
identifying an MIS first and then a set of connectors to connect the MIS is identified
to form a CDS. Alzoubi[13] presented an ID based distributedalgorithm to construct
a CDS tree rooted at leader. This MIS based distributed algorithm for UDGs uses a
single initiator to construct a CDS. The approximation factor on the size of the CDS
obtained is at most8opt + 1, whereopt is the size of any optimal CDS. The time com-
plexity is O(n) and the message complexity isO(n log n). This algorithm was later
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improved by Cardei[14] with approximation of8opt using degree based heuristics and
degree aware optimization for identifying Steiner point asthe connectors in CDS con-
struction. The distributed algorithm [14] growing from single leader hasO(n) message
complexity andO(∆n) time complexity using 1-hop neighborhood information. Thus,
the problem of minimum connected dominating set with a single leader helps to iden-
tify the aggregation backbone in a WSN. The better known approximation guarantees
to minimum CDS with a single leader are reported as8opt + 1 [13], 8opt [14] and
(4.8 + ln 5)opt + 1.2 [16].

Node mobility in CDS in Ad hoc and Sensor Networks The CDS backbone gets
disturbed mainly due to node failures or node mobility. In this context, we have sur-
veyed some works on self organisation and object tracking inWSNs, which can be
classified as:i) mobility profile based tracking[17, 18, 19] andii) online tracking[20],
based on mobility profile history information or online information of mobile node. On-
line tracking of mobile objects using a hierarchical structure called regional directory
service to limit the updates in tracking algorithm was givenby Awerbuch and Peleg[20].
This scheme is of interest to us in terms of making location updates while tracking mo-
bile nodes but differs completely with the approach used by our tracking algorithm. Hs-
ing’s mobility profile algorithm[19] works independently of mobility history and uses
a Markov model based on geometric information to construct the maximum spanning
tree for estimating the object crossing rates between sensors. There scheme does not in-
volve mobility of network nodes. This scheme is interest to our work as our scheme also
uses Markov chain model but we do not use geometric information. Recently Adjih[12]
and Wu[21] reported an approach for small size CDS construction based on multipoint
relays. Extended MPRk-hop (k ≤ 3) local information based small size connected
dominating set construction is reported in [21]. The local MPR based CDS scheme is
of interest to our work because of its small size and localised construction, can be easily
adapted to changes arising due to node mobility. The reported schemes do not consider
the adaptability of MPR based CDS construction to node mobility. We have, therefore,
worked to develop a scheme for an adaptive MPR based CDS construction for node
mobility.

1.2 Overview and Contributions of this Thesis

In this section we first list statements of the problems that have been addressed in this
thesis and then give outlines of the methodologies adopted for their solution. We also
mention specific contribution made in each case. The problems on wireless sensor
networks addressed in the thesis are:
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1. Design of a distributed algorithm for self organizing domatic partition problem

2. Design of a distributed algorithm for the maximum connected domatic partition
problem

3. Design of a distributed algorithm for the minimum connected dominating set
problem for computing the aggregation backbone

4. Design of a node mobility transparent connected dominating set algorithm

A distributed algorithm for self organizing domatic partit ion problem Aggrega-
tion aware clustering algorithms addresses lifetime and scalability goals, but suffers
from the twin problems of uncovered coverage area and energyoverhead due to clus-
terhead rotation. Load balancing in existing clustering schemes use global rotation of
clusterhead roles in order to prevent any single node from complete energy exhaus-
tion. The problem of clusterhead rotation is abstracted as the graph theoretic problem
of domatic partitioning, which is NP-complete[7, 22].

For this problem we assume that the sensor nodes know their location using global
positioning system (GPS). Some of the nodes equipped with GPS can also configure the
location of rest of the nodes without GPS using localization[23]. Thus, we assume that
each node is aware of its location either using GPS or using localization technique. We
develop an approximate self organizing domatic partition algorithm to achieve maxi-
mum cluster lifetime ofG using the following steps: First obtain a clique partition of
the network graph. Next, for each partition, obtain a ranking of the nodes so that the
set of nodes having the same rank across partitions yields a domatic partition ofG.
We define the concept of uncovered nodes in order to make our domatic partitioning
as self organizing. We further introduce the concept of uncovered clusters to obtained
bounded size clique partitioning. We show that this domaticpartitioning scheme has
an approximation factor of at least 1/16 for UDGs. The simulation results indicate an
improvement of 27% over existing approaches in maximizing the size of domatic par-
tition approximation. Our approach when applied to rotation of the roles of clusterhead
via domatic partitioning, substantially improves networklifetime compared to existing
clustering schemes.

A distributed algorithm for the maximum connected domatic partition problem
For this problem, we describe an approximate solution technique to the maximum con-
nected domatic partition (CDP) problem with a view to maximize the overall lifetime of
CDSs in a WSN. For this work, it is assumed that nodes in the WSNare unaware of their
location and unable to determine precise distances to theirneighbors. Thus, a general
ad hoc network model is assumed where nodes can know their immediate neighbors
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through message communication only. Our solution to the connected domatic parti-
tioning works in three steps: First a proximity aware cliquepartitioning is performed.
Next a proximity ranking of partition members is made and finally nodes having same
ranking are matched to generate a connected domatic partition. We have developed and
used a proximity heuristic which uses connectivity information only. Our proximity
heuristic is used to perform a proximity aware cluster partitioning which satisfies the
following properties:i) the distance between nodes in a partition is at most 2ii) the
size of the partition is bounded lower by a constant andiii) the subset of each partition
forms a clique.

We show that the size of a CDP identified by our algorithm is at least δ+1
(β)(c+1)

− f ,
whereδ is the minimum node degree ofG andf , β, c are constants for the UDG for
the particular network. Results of testing our algorithm onnetworks of large number of
sensor nodes have shown positive results. Our scheme also performs better than related
techniques, such as the ID based scheme.

A distributed algorithm for the minimum connected dominati ng set problem for
computing aggregation backbone Here we have developed an approximation algo-
rithm for the minimum connected dominating set (MCDS) of WSNs which can used as
the backbone for lossless aggregation. The nodes in MCDS canperform aggregation
function on raw data incoming from several sources to reducecommunication by for-
warding the aggregated data. For the purpose of aggregation, it is desirable to have a
smaller size CDS. Thus, nodes in a MCDS should cover large number of non-MCDS
nodes in a network to improve the approximation factor for the MCDS problem.

Our approximation technique for MCDS is a heuristic based approach. We have
developed a collaborative cover heuristic which is based ontwo principles:i) domatic
number of a connected graph is at least 2, enabling exploration of a maximal indepen-
dent set (MIS) for locally best coverage andii) a set of independent dominators with a
common connector form an optimal substructure in CDS. We report a new distributed
algorithm which identifies a local best cover heuristically, helping to achieve improved
global bounds on the CDS size. We show that the collaborativecover heuristic give
better bounds than degree based heuristic because degree alone fails to capture infor-
mation of actual coverage due to overlapping of node coverage in a distributed setting.
Our collaborative cover heuristic based distributed approximation algorithm for CDS
construction achieves the performance ratio of at most(4.8 + ln 5)opt + 1.2, where
opt is the size of any optimal CDS. We show that the message complexity of our algo-
rithm isO(n∆2), ∆ being the maximum degree of a node inG and the time complexity
is O(n). We have also observed through simulation that our CDS approach makes a
substantial improvement on the energy dissipation for lossless in-network aggregation
function.
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A node mobility transparent connected dominating set algorithm We have devel-
oped a node mobility transparent CDS algorithm which can adapt CDS to node mobility
efficiently. Our node mobility adaptive scheme is an integration of three approaches:(i)

self reorganising MPR based CDS construction,(ii) Markov model to assign weights
on CDS based mobility profile and(iii) tracking of mobile node by highest weighted
shortest path CDS node. The solution is developed in two parts. In both parts self re-
organising MPR based CDS construction is used. In the first part only simple location
updates of mobile non-dominator nodes is done, while in the second part optimized
updation is performed, utilizing the Markov model. The latter technique has an over-
head of computing the transition probability matrix, whichis moved to the base station
to save energy of the sensor nodes. The self reorganising MPRbased CDS algorithm
adapts with a time complexity ofO(n∆3), where∆ is the maximum degree of a node
in G. That was further improved to work inO(n∆2) time. The complexity of tracking
mobile nodes by our algorithm has been shown to beO(d log d), whered is number of
boundary crossings in the movement of single node. The location updates for mobile
nodes gives 40% savings using Markov chain based weighted CDS heuristic over the
shortest-hop tracking path in CDS.

Contributions The thesis has four contribution, which are summarized below:

1. We have developed a distributed self organizing domatic partitioning algorithm
with approximation factor of at least 1/16 for UDGs. The simulation results in-
dicate improvement of 27% over existing approaches in maximizing the size of
domatic partition approximation. When applied to rotationof the roles of cluster-
head via domatic partitioning, this substantially improves network lifetime com-
pared to existing clustering schemes.

2. We have developed a distributed algorithm for the maximumconnected domatic
partition (CDP) problem. We show that the size of a CDP identified by our algo-
rithm is at least δ+1

(β)(c+1)
− f , whereδ is the minimum node degree ofG andβ, c

andf are constants for the UDG for the particular network.

3. We have developed a distributed algorithm for the minimumconnected domi-
nating set problem with an approximation factor of(4.8 + ln 5)opt + 1.2. The
smaller size CDS helps to approximate the aggregation backbone for WSNs.
We introduce a heuristic which identifies a local best cover guaranteeing an
improved global bounds on the CDS size. We have shown that thecollabora-
tive cover heuristic gives better bounds than degree based heuristic. Our dis-
tributed approximation algorithm for CDS gives the approximation factor of at
most(4.8 + ln 5)opt + 1.2, whereopt is the size of any optimal CDS. The mess-
age complexity of our algorithm isO(n∆2), ∆ being the maximum degree of
a node in graph and the time complexity isO(n). Simulation results indicate an
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improvement on energy dissipation for our CDS algorithm when used for lossless
in-network aggregation function.

4. We have developed a node mobility transparent CDS construction algorithm
which helps to adapt the current CDS to node mobility efficiently. Here we have
developed the following:i) a self reorganising MPR based CDS construction
algorithm, ii) Markov model for weighted CDS,iii) a tracking algorithm for
mobile nodes to achieve node mobility adaptation in CDS. Theself reorganising
MPR based CDS algorithm adapts with a time complexity ofO(n∆3), where∆

is the maximum degree of a node inG, which was further improved toO(n∆2).
Tracking of mobile node algorithm givesO(d log d) whered is number of bound-
ary crossings in the movement of single node. The location updates for mobile
nodes gives 40% savings using weighted CDS.

1.3 Organisation of the thesis

The thesis has four working chapters, besides chapters on introduction, a review of dom-
ination algorithms for lifetime problems in wireless sensor networks and conclusions.
The organization of the thesis is as given below.

Chapter 1: Introduction This chapter contains an introduction, literature survey,
motivation and an overview of the thesis.

Chapter 2: A review of domination algorithms for lifetime pr oblems in wireless
sensor networks Here an overview of topics related to domination in graphs and
techniques commonly used in domination algorithms dealingwith lifetime issues in
WSNs is given.

Chapter 3: Efficient clusterhead rotation via domatic partition In this chapter we
describe a self organizing domatic partition algorithm with the objective of providing
hierarchical topology control for sensor networks to prolong the life of the network. In
this work it is assumed that nodes are aware of their locationco-ordinates. An approxi-
mation factor for the size of the maximum domatic partition obtained has been derived.
Simulation results have been provided to demonstrate the effectiveness of the algorithm
for extending network lifetime of WSNs.
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Chapter 4: Rotation of CDS via Connected Domatic Partition In this chapter we
present a distributed algorithm for constructing the maximum connected domatic parti-
tion with the objective of maximizing the lifetime of the CDSin a WSN. In this work
it is assumed that nodes are only aware of their local neighbourhoods but not their co-
ordinate locations. Lower bound on the size of the connecteddomatic partition obtained
by the algorithm is also given. Simulation results have beenprovided to demonstrate the
effectiveness of the algorithm for extending the network lifetime for WSNs in providing
virtual backbone based on connected domatic partition.

Chapter 5: CDS construction using a collaborative cover heuristic Here a dis-
tributed algorithm for the minimum connected dominating set problem based on a sin-
gle leader is given. An approximation factor for the computed MCDS has been derived.
Simulation results demonstrating the usefulness of this technique for effective aggrega-
tion over other competitive CDS schemes are given.

Chapter 6: Node mobility transparent CDS construction algorithm In this chap-
ter we present our technique for node mobility transparent connected dominating set
construction. Simulation results to demonstrate its effectiveness of algorithms is given.

Chapter 7: Conclusions In this chapter we summarize the contributions of this thesis
and present our conclusions. Possible future extensions tothis work are also identified.



Chapter 2

A Review of Domination Algorithms
for Lifetime Problems in Wireless
Sensor Networks

Consider a sensor node as a tiny device consisting of a processing unit with limited
computational power and limited memory, sensors (temperature, pressure, humidity,
chemical), a wireless communication device (radio transceivers) and a power source in
the form of a battery. These sensors when deployed in large numbers and left unat-
tended form an ad hoc network to compute cooperatively. Typically one or more base
stations having higher energy resources are present to communicate with the external
world. Such a situation often makes difficult in the sensor network to recharge node
batteries. Thus, their intended tasks have to be performed under rigid energy restric-
tions that forces the protocol designers to impose a judicious power management and
scheduling on the computing load and energy demands. These constraints and the pos-
sibility of node mobility leads to a need for self organisation and dynamic topology
control, centralized control being a remote possibility.

Several applications using sensor networks often require only an aggregate value to
be reported to the base station. In this situation, physicalproximity of sensor nodes (i.e.
within transmission ranges of each other) is exploited in a way where sensors in dif-
ferent regions can collaborate to come out with a consolidated report and provide more
accurate information about the target region sensed to the base station. Data aggrega-
tion reduces the communication overhead in sensor network,leading to a significant
reduction in energy usage. The energy load of aggregating node which accounts for
computational load of coordination, correlation, compression and long range commu-
nication is often well in excess compared to energy requirements for normal operation
of a node. Load balancing often rotates the responsibility of high energy overhead to
avoid draining the battery of any one sensor node in the network leading to signifi-

11
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cant increase in the lifetime of the node and the network. Optimal scheduling deals
with improving the load balancing with bounded extension ofthe network lifetime. We
excluded the optimal scheduling from the scope of this work to address domination
techniques which lead to a substantial improvement of network lifetime. Therefore, we
assume some optimal scheduling in place for the work in the thesis.

We now present introductory material as background for the subsequent chapters.

2.1 Graph theoretic model for ad hoc and sensor net-
works

Let a given sensor network containn nodes and nodes in sensor network are in the
ground and each node is equipped with an omnidirectional antenna of maximum trans-
mission rangeR. Thus, the footprint of such a wireless sensor network is a unit disk
graphG = (V, E), where the transmission range of each node is unit disk of radius at
mostR, |V | = n, E = {(u, v)|u, v ∈ V and ||u, v||2 ≤ R}.

Any two vertices inV (G) areindependentif they are not neighbors. Anindependent
setof G is a subset ofV (G) such that all its vertices are mutuallyindependent. An
independent setof G is calledmaximal independent set (MIS)I(G) if any vertexv ∈
V (G) not in independent setv /∈ I(G) has a neighbor in the independent setv ∈ N(I).
Thus, the MIS is a dominating set ofG. A dominating setD(G) of G is a subset
D ⊆ V (G) such that any nodev ∈ V (G) not inD(G) (i.e. v /∈ D(G)), has at least one
neighbor inD(G). A dominating setD(G) is called connected dominating set (CDS),
if it also induces a connected subgraph ofG. Finding a minimum cardinality connected
dominating set in UDGs is NP-Hard[24].

2.2 Models for sensor networks

The UDG model idealizes the real scenario where the radios ofall wireless nodes have
equal transmission ranges (normalized to 1) such that two nodes can communicate
whenever they are within each others transmission range. Inad hoc and sensor net-
works, the most important graph model is the unit disk graphs(UDG). It is assumed
that all nodes are in a Euclidean plane.
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2.2.1 Unit Disk Graphs (UDG)

Unit disk graphs are the intersection graphs of equal sized circles in the plane. They
provide a graph theoretic model for broadcast networks. Many standard graph theoretic
problems remain NP-complete on unit disk graphs such as: coloring, independent set,
domination, independent domination and connected domination [24]. There are three
kinds of models in unit disk graphs for representing the ad hoc networks:

1. Proximity model:Nodes in the network form the vertices of graph and the edges
between nodes are formed if the Euclidean distance between nodes is some speci-
fied boundd. For example in the clustering problem, to find a maximum subset of
points so that no two are at distance exceedingd is modeled as maximum clique
partitioning using the proximity model.

2. Intersection model:Nodes in the network form the vertices of graph and the edges
between nodes are formed when circles formed around the nodes with maximum
transmission range intersect. Note that tangent circles are also said to intersecting.
For example the problem of frequency allocation in wirelessnetworks is modeled
as coloring problem in intersection model.

3. Containment model:Nodes in the network form the vertices of graph and the
edges between nodes are formed when circles formed around the nodes with max-
imum transmission range and if one of the corresponding circle contain the others
center. For example finding a minimum set of transmitters which can transmit to
all remaining stations is modeled as domination problem using the containment
model. This is the model we use in this work.

2.2.2 Generalised model

1. Unit Ball Graphs: A generalization of UDG is unit ball graph (UBG). Assume
that nodes are in some metric space. Two nodes are connected if and only if their
distance is at most 1. Each node knows the distances to all itsdirect neighbors.
The UBGs depend on the doubling dimension of the underlying metric. The
doubling dimension of a metric is defined as the smallestρ such that every ball
can be covered by at most2ρ balls of half the radius.

2. Growth Bounded Graphs:The most general class of graphs. The growth bounded
graphs capture in a simple way the geometric property of wireless networks that
if many nodes are close to each other, they will tend to hear each other’s trans-
mission and therefore only a small number of these can be mutually independent
[25]. For a fixedr, the size of the largest independent set in anyr-neighborhood
is bounded above by a constant.
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2.2.3 Radio model

The radio transmission power level of a sensor nodes is controllable often by software.
Let the network density be expressed asµ(R) in terms of number of nodes per stated
coverage area. IfN nodes are deployed in a region of areaA and the stated range of
each node isR, then stated network densityµ(R) = NπR2

A
. Assume that the receiver

and transmitter gains remains the same, the stated transmission range of a radioR is
typically a function of its transmit power levelPt. According to the free space radio

propagation model (Friss), the received power at distanced is Pr(d) ∝ Pt

d2
. If the

threshold power for reception isPth, thenPr(R) = Pth. Thus,R ∝ P
1
2

t .

At very short ranges of radio shadowing effects can attenuate specific frequencies,
so the frequency hopping techniques are used. Although the correlation of range with
transmit power in many cases may be non-ideal, non-radial, non-monotonic and con-
cave, the multiple power levels can still provide coarse adjustment of network density.

If R2 = ηPt, whereη is constant depends on radio parameters, then doubling the
transmit power level can achieve twice the network density given by µ(R) = NπηPt

A

[26].

2.2.4 Battery model

1. Linear model:An ideal battery is usually viewed as a reservoir of charge from
which an amount equal to the load can be subtracted until capacity falls to zero.
If C is the capacity of battery at any time, then after the operation durationtd of
continuous discharge of a constant currentI, the remaining capacity of batteryC ′

is given by:C ′ = C − Itd. The simple battery model allows the measurement of
the efficiency of application.

2. Discharge Rate Dependent Model:The assumption of constant current discharge
does not model real life batteries. In real life, the batteryoften drains at in-
creasingly higher rate than the rated current. Thus, the capacity of the battery is
dependent on the rate of discharge which is often anon-lineardischarge behav-
ior. Non-linearity implies that the battery drains at increasingly faster rate when
higher loads are applied. Thus, when currentI is applied for durationtd, then
remaining battery capacity can be written as:C ′ = C( Ceff

Cmax
) − Itd, where Ceff

Cmax

is excess rate dependent discharge. The value ofCeff

Cmax
at any point of timet is

dependent on rate of discharge.Peukert’s lawexpresses discharge rate dependent
phenomena as a power law relationship,C ′ = C − tdI

α. The exponentα pro-
vides a simple way to account for rate dependence. Though easy to configure and
use, Peukert’s law does not account for time varying loads asmost of batteries in
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portable devices experience widely varying loads [27].

3. Relaxation model:Batteries such as lithium-ion cells show non-linear behavior:
rate capacity effect and recovery effect. Research has shown that battery per-
formance can be highly increased by using pulsed discharge instead of constant
discharge due to an electrochemical reaction. The periods of rest allow the elec-
trochemical analysis in battery to recover a small part of its charge that is called
recovery effect. The recovery effect can be explained by electrochemical analy-
sis. When power is drawn from a battery, the concentration ofthe active material
around the electrode drops, called as polarization effect.When lots of energy is
drawn from the battery, it discharges quickly called as ratecapacity effect. When
the discharge process stops through an introduction of idleperiod, the polarization
effect overcomes which results to a small recovery of the charge of the battery.
The amount of recovered energy depends on the current chargeof the battery and
the duration of the rest time [27].

2.2.5 Network model

The simplicity of the network depends upon the information anode posses. Thus, the
amount of information on which the network model rely on can be divided into three
types:

1. Geographic information:By geographic information, we mean that all nodes
know their position in global coordinate system in an Euclidean space. The
global coordinate system is meant to configure the nodes withtheir location using
some multilateration technique. The nodes equipped with geographical position-
ing system(GPS) can configure its position in global coordinate system. Some of
the nodes equipped with GPS can configure the location of restof nodes without
GPS in a global coordinate system using localization algorithms. Thus, the nodes
in network forms an Euclidean space using geographical information.

2. Geometric information:By geometric information, we mean to characterize a
network model in which nodes do not have access to the geographical positioning
system. The network model assumes that nodes are not aware ofposition in global
coordinate system, but the nodes can sense distances to neighbors. Although pair-
wise distances may not form an Euclidean space, the pairwisedistances induces
a metric with constant doubling dimension.

3. Connectivity information:By connectivity information, we mean that nodes in
network model has neither the position information nor distance information of
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its neighbors, therefore rely on connectivity. The model using connectivity infor-
mation is the most general network model which does not rely on geometric or
geographic information so it uses network connectivity information.

2.2.6 Some major issues of sensor networks

2.2.7 Energy efficient schemes

The tiny sensor nodes in wireless sensor networks are deployed and left unattended to
observe the target phenomena. The dense deployment and unattended nature of WSNs
make it quite difficult to recharge node batteries. Therefore energy efficiency is a major
design goals in these network to make it attractive for applications requiring sponta-
neous deployment and its unattended operations. Energy efficiency is often gained by
adding more than optimal number of nodes or by accepting a reduction in network per-
formance. Although such systems do not have renewable energy resource, the system
gains lifetime by saving in energy from wasteful energy source.

2.2.8 Fault tolerance

Network and the nodes are prone to failures which needs self organization approach for
networks adaptive to fault tolerance. Since large number ofsensor nodes is deployed
generally much more than optimal number, hence protocols should have in-built fault
tolerance mechanism to support uninterrupted operation even though of intermittent
faults.

2.2.9 In-network aggregation

Several WSN applications require only an aggregate value tobe gathered. Sensors de-
ployed in different regions of the target field can collaborate to aggregate their sensed
data and only provide a consolidated report about their local regions. In addition to
improving the fidelity of reported measurements, data aggregation reduces the commu-
nication overhead and the network loads, leading to significant energy conservation.
In-network aggregation takes place as the data flows throughmulti-hop path to the des-
tination.
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2.2.10 Localization

The problem of estimating spatial coordinates is known as localization. Small form
factor, cost and energy constraint restrain the use of GPS onall nodes. The localization
algorithm are based on beacon broadcasting of nodes with itslocation information. The
nodes on receiving the estimates of pairwise distance uses themultilaterationalgorithm
for position estimation. In case of low density of beacons unable to estimate its position
to form centroid, the beacon information is propagated through multiple hops to enable
locations in areas of low beacon density. Since, localization is beyond the scope of this
work, we assume some nodes to be equipped with GPS and some localization algorithm
in place to self configure network with its location.

2.3 Node clustering in sensor networks

The role of clustering approach is to provide a hierarchicaltopology organization in ad
hoc network. It means that the goal is to control the topologyof the graph representing
the communication links between network nodes, with the purpose of maintaining some
global graph property while reducing the energy consumption. The topology control has
implication on wireless channel of reducing channel contention as many nodes (∼ 90%)
can transmit short ranges without interference. Much of therelated research reported
in wireless sensor networks addresses nodes that come equipped with battery and it
cannot be replenished. Hence, maximizing life of node and networks by minimizing
energy consumption becomes a research challenge.

Clustering has been shown to improve network lifetime. By clustering WSN, we
can partition nodes into a number of small groups called clusters such that each cluster
has a coordinator referred to as a clusterhead and a number ofmember nodes. Cluster-
ing results in a two-tier network organization in which clusterhead nodes (CHs) form
the higher tier while member nodes form the lower tier. This hierarchical organization
supports data aggregation, in which CHs aggregates the datacoming from its members
and other CHs and forwards aggregated data to other CHs to reach central base eventu-
ally. The energy efficiency comes from member nodes comprises of major population
(∼ 90%) need to communicate in short ranges and CHs comprises a few ones (∼ 10%)
often transmit data over longer distances. Thus, data aggregation and short range com-
munication makes hierarchical organization as most efficient organization of WSN. The
network lifetime is defined as time elapsed in operation until the first/last node in net-
work depletes its energy and time until a node is disconnected from the base station.
Note that as lifetime is an application specific concept, there is no unified definition for
it exists.
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Clustering techniques are classified into two types:i) Randomized, andii) Iterative.
The randomized (or probabilistic) approach for node clustering ensures quick conver-
gence while achieving properties such as balanced cluster size. The nodes decides its
chance of becoming clusterhead on the basis of weighted function of criteria. This en-
sures low message overhead on one hand and rapid convergencethe other. In LEACH
protocol[3] assumes that every node is reachable in a singlehop and load distribution
is uniform among all nodes. LEACH assigns a fixed probabilityto every node so as
to elect itself as CH. The clustering process involves only one iteration, after which a
node decides whether to become CH or not. Nodes take turn in carrying the role of CH.
HEED protocol [2] considers multi-hop network and assumes all the nodes are equally
important. A node uses its residual energy as the primary parameter to randomly elect
itself to become CH. In case of a tie between two CHs, the secondary parameter such as
node degree or average distance to neighbors. This results in the uniformly distribution
of the elected set off CHs across the network. In HEED each node executes a constant
number of iterations. Kuhn’s randomized technique [28] to elect CHs depends on node
degree. The convergence of their technique which depends onnumber of nodes and
node degree is much faster than iterative techniques.

In iterative clustering techniques, nodes with high weights are preferred to decide
about its intention of becoming clusterhead. The problem with iterative schemes is that
their convergence speed is dependent on the network diameter (i.e. path with largest
number of hops). The DCA algorithm [4] requireO(

√
n) iterations to converge forn

nodes deployed in an two-dimensional area. Besides the worst case ofn− 1 iterations,
the performance is highly sensitive to packet losses. Some schemes enforce a bound on
the number of iteration for each node. After some bounded (i.e say5) many iterations
nodes have enough information to achieve stable average cluster size. Schemes also
allows a cluster to include nodes that areD hops away from the CH. A node executes
2D iterations before making a decision. This results in a constant number of iterations
for convergence.

The important issues in node clustering are:

1. Cluster size

2. Clusterhead election

3. Re-clustering for rotation of clusterhead roles

4. Periodicity of re-clustering
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2.3.1 Clusterhead election

The main goal of clustering in sensor network is to elect clusterheads. The set of clus-
terheads forms a dominating set induced by the underlying graph of sensor network.
The election of larger degree nodes as clusterheads becomesminimum dominating set
problem. Determining optimal dominating set is an NP-complete problem [22], there-
fore clustering algorithm for sensor networks are heuristic in nature. The clustering
technique is classified based on the selection criteria for electing clusterheads:i) ID
based clustering,ii) Degree based clustering andiii) Highest remaining energy based
clustering.

2.3.2 Rotating the role of clusterheads

The rotation of role of clusterheads among the network nodesis an important technique
to extend the life of sensor network by preventing any singlenode from an early ex-
haustion of its energy source. There are several issues involved to rotate the clusterhead
roles among nodes such as:i) re-electingii) switchingiii) scheduling rotation and(iv)

frequency of rotation. That how often the rotation should take place to maximize the
lifetime of network is global optimization problem. Finding an optimal schedule is also
a global optimization problem. Many randomized algorithm use heuristics for finding
optimal scheduling problem.

Periodic re-clustering is necessary mainly due do two reasons:

1. heal the disconnected regions arising due to dead nodes with their complete en-
ergy exhaustion and

2. load balancing, to distribute high energy load across allnodes.

The clustering in sensor networks deals with dynamic parameters such as: remaining
energy, node degree, etc. which needs re-clustering to remain complaint. Whereas
clustering for data processing typically considers staticparameters such as: distances
between nodes which are reliable. In this section, we reviewthe related clustering ap-
proaches that are reported for sensor networks to highlightclustering criteria, assump-
tions and overheads.

2.3.3 Frequency of rotation of clusterhead roles

Randomized clustering schemes use the number of times a nodehas been assigned the
roles of clusterhead. This ensures high probability to get the clusterhead role than the
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node which has already completed clusterhead role in previous rounds. This ensures
the load balancing using frequency of rotation as a parameter [29]. An improvement
over this is to consider the remaining energy of node so that nodes with good energy
resource are preferred to become clusterhead [2].

2.3.4 Cluster size

Most clustering algorithms assumes a fixed transmission range for nodes which gener-
ally results in uniform cluster size. The optimal cluster size which can give minimum
power for inter-cluster and intra-cluster communication.This problem has been inves-
tigated analytically through the centralized approach given the knowledge of complete
network [5]. Role rotation in the fixed clusters results in skewed load distribution of
cluster heads nodes. LEACH-F has noticed that CHs closer to base station carry more
inter-cluster traffic and hence depletes faster their battery resource resulting in reduced
life of nodes.

2.4 Hierarchical topology control

There are two approaches for topology control in sensor networks: i) hierarchical topol-
ogy control andii) transmission range control. In the thesis work we consider the hier-
archical topology control mechanism only. In this part, we briefly review the clustering
protocols reported in literature to organize sensor network hierarchically. Clustering can
be performed either as centralized or distributed. Centralized clustering can achieve
optimal clustering using global knowledge but is energy expensive, hence distributed
clustering solution is desirable. However, achieving optimal or near optimal solutions
is more difficult in a distributed manner.

LEACH (Low Energy Adaptive Clustering Hierarchy) [3, 29, 5]introduced the tech-
nique of randomly rotating the role of the clusterhead amongall the nodes for equal
distribution of high energy load. In this scheme during setup phase, the nodes orga-
nize themselves into clusters with one node serving as the clusterhead in each cluster
and a predetermined percentage of the nodes serve as local clusterheads in each round,
on average. At the end of a given round, a new set of nodes becomes clusterheads
for the subsequent round. Clusterhead change randomly overtime in order to balance
the energy dissipation of nodes. The clusterhead schedulesthe nodes in its cluster in
TDMA schedule. During the transmission phase, the clusterheads collect data from
nodes within their respective clusters and apply data fusion before forwarding them
directly to the base station. LEACH provides significant energy savings, prolonged net-
work lifetime by applying localized algorithms and data aggregation within randomly
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self elected cluster heads.

HEED (Hybrid Energy Efficient Distributed Clustering) is another protocol to pro-
long network lifetime, which is also achieved using clustering [2] but, using a hybrid
approach: clusterheads are randomly selected based on their residual energy and nodes
join clusters such that communication cost is minimized. A node has six discrete trans-
mission power levels. Clustering is triggered periodically to select new clusterheads.
Clustering starts with an initial percentage of clusterheads among all nodes. A node
sets its probability of becoming a cluster based on estimated current residual energy in
the node and maximum energy for the nodes. The algorithm terminates on the probabil-
ity value of a node, falling below a certain threshold, whichis selected to be inversely
proportional to maximum energy of nodes. The protocol terminates in a constant num-
ber of iterations, independent of the network diameter. Thesimulation result shows
that HEED prolongs network lifetime and expends less energyin clustering compared
to generalized-LEACH, although its clustering process requires more than one step for
each node.

In a fixed clustering scheme LEACH-F [5], the clusters identified in the initial round
becomes fixed. For load balancing, the clusterhead rotates locally within its fixed clus-
ters.

The main drawback of LEACH is the periodic re-clustering elects the new set of
clusterheads globally by iterating algorithm. Thus, re-clustering has a substantial waste-
ful energy overhead. Like LEACH, HEED also involves the periodic re-clustering to
elects the new set of clusterheads globally by iterating algorithm repeatedly. Thus, its
re-clustering also suffers from a substantial wasteful energy overhead. The fixed clus-
tering scheme results in less energy overhead due to the rotation of clusterheads locally
compared to adaptive clustering schemes such as LEACH, HEED. However, the fixed
clustering results in a major drawback of higher overhead incommunication energy due
to skewed inter-cluster and intra-cluster distances. The advantages of adaptive cluster-
ing and fixed clustering motivates the need of an efficient load balancing scheme for
clustering protocols which should be rotating the roles of clusterhead with the balanced
inter-cluster and intra-cluster communication distances.

2.5 Maximum lifetime problem in WSNs

A wireless sensor network once and for all looses possibility of maintenance after its de-
ployment such as node’s battery recharge. Nodes in sensor network which are equipped
with battery bounds a life span which lasts from the point of deployment till its battery
survives. Thus, from the point of its deployment, battery reserve defines the lifetime of
nodes and network and the battery resource becomes a valuable resource because the
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battery cannot be replenished.

Network lifetime can be defined as the time interval, which the network is capable
of performing its intended tasks. In other words, the network lifetime often indicates
the time elapsed until the first node drains its battery whichis responsible to die down
the network. Improving the network lifetime is a challenging issue for system design in
sensor networks that can conserve energy resource.

Hierarchical topology control in sensor network using clustering has been accepted
for energy conservation in several applications such as data gathering. The clustering
maps to the dominating set problem. Finding a small cardinality dominating set maps to
minimum dominating set problem. The nodes in dominating deals with higher compu-
tational and communication loads than other nodes in network resulting to faster energy
depletion of dominating set. Often this poses a problem of maximizing the lifetime of
dominating set to improve the network lifetime in sensor network.

For many applications in wireless ad hoc and sensor networks, bare dominating sets
are not a well suited organization. Often dominating set needs to fulfill the additional
criteria is to be connected. Several applications in sensornetworks such as routing and
aggregation, often requires a backbone based on connected dominating sets. This poses
a maximum lifetime connected dominating set problem for improving the lifetime of
sensor networks.

2.6 Self organization in ad hoc and WSNs

The term self organization distinguishes from external control or distributed systems
that are based on global state information. Self organization in ad hoc networks is a
concept for building scalable system of large number of autonomous nodes using local
interaction based coordination and collaboration to provide a desired global aims. The
properties of self organization are summarized as:

1. interaction of multiple components.

2. interactions is carried out locally.

3. local interactions achieves a global aim.

4. lack of centralized control.

In ad hoc networks, self organization makes the network configured using spon-
taneous interaction of the multiple nodes over wireless radio connections without any
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external control. Self organization is a paradigm which provides solution to many prob-
lem in ad hoc networks efficiently but it is not the only remedy. Other variants such as:
Self stabilization is a theoretical framework of non masking fault tolerant distributed
algorithms proposed by Dijkstra in 1974. Self stabilizing algorithms can start execution
from an arbitrary (illegitimate) system configuration, andeventually reach a legitimate
configuration. Ad hoc networks consists of a large number of nodes can use self orga-
nization paradigm efficiently than self stabilization a stronger paradigm for distributed
systems involving many state changes becomes inefficient for the solution of many
problems in ad hoc networks. The self organization is achieved with other following
capabilities [30]:

1. Self configuration:methods for generating adequate configurations depending on
the current situation in terms of environmental circumstances such as connectiv-
ity, quality of service parameters etc.

2. Adaptation:adaptation to changing environmental conditions such as changing
number of neighboring nodes etc.

3. Self healing:methods that allow to detect, localize and repair failures automati-
cally. Primarily distinguished by the cause of the failuressuch as: breakdown,
overload, malfunction etc.

2.7 Algorithms for MIS in WSN

Maximal independent set problems has developed interest amongst the wireless net-
working community due to its practical importance in wireless network applications. In
wireless ad hoc and sensor networks, an MIS induces the clustering which is used in
various applications such as efficient routing and broadcasting.

The distributed MIS algorithms becomes trivial if network assumes that every node
has a unique identifier. In this model MIS algorithm works as follows: every node joins
the MIS if it has the smallest ID among its neighbors and if none of its neighbors has
already joined the MIS. Thus, obtaining a MIS using deterministic algorithm is easily
done if each node knows it exact location and the location of its neighbors.

The deterministic algorithm computes MIS inO(log∗ n) time, if the nodes do not
have any position information but can sense the distance to their neighbors [25]. It is
an important aspect for sensor network that nodes do not require to know any position
information.

The deterministic algorithm computes MIS inO(log∆ log∗ n) time, when the nodes
do not require any position or distance information where∆ denotes the maximal de-
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gree in the network graph. In this model, the only information available with the node
is the connectivity information to its neighbors.

Distributed MIS construction with only connectivity information use edge induced
subgraphs of bounded degree. The algorithm tries to eliminate unexplored nodes from
unexplored set of network until single, locally independent nodes are left. When an
unexplored node has no unexplored neighbors, such node joins the independent set.
Iteratively, a constant degree graph consisting of unexplored nodes and edges ofG is
computed.

2.8 Algorithms on MCDS for WSN

In graph theory aminimum connected dominating set problemis to find the minimum
cardinality among all the connected dominating sets of a graph called minimum con-
nected dominating set(MCDS). Computing an MCDS in a unit disk graph is NP-Hard
[24]. Many distributed approximation algorithms for MCDS problem are reported in
literature, among them we consider to overview some of the representative MCDS al-
gorithm based on single leader.

8-approximation degree based CDS algorithm by Cardei The algorithms assumes
that each vertex knows its distance-1 neighbors and distance-2 neighbors. Algorithms
also assumes a designated leader node. The construction of CDS is carried out in two
phases: In the first phase the construction of maximal independent set is grown from
leader node outwards for the graphG. The initial leader becomes dominator, which
identifies its distance-2 independent neighbors. The selection of distance-2 independent
neighbors is based on highest degree heuristic. The distance-2 independent neighbors
now turns dominators and further initiates the construction in its region. The first phase
finishes when all the nodes are explored for the constructionof dominators based on
maximal independent set ofG.

The second phase of algorithm connects the maximal independent computed in the
first phase using a Steiner tree to connect all the vertices inMIS.

The second phase of algorithm, connects all the vertices in MIS computed in the first
phase. Phase-II uses a Steiner tree, which is a modified distributed depth first search
tree. The leader explore within its neighbor the nodes greedily which can connect to the
largest number of dominators from MIS. The depth first searchtree continues to explore
until the leader finds all its neighbors explored which connected all the nodes in MIS.
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Approximation analysis outline Let the size of MIS identified in the first phase is
|MIS|. The approximation analysis of the CDS size is dominated by the connector
which can connect at least3 dominators in MIS. Therefore, size of connectors required
to connect|MIS| dominators becomes as{|MIS| − 2}. The size of CDS is the sum of
connectors and dominators computed in two phases of algorithm. Thus|CDS|={2 ∗
|MIS| − 2}. Since, the size of MIS is given by|MIS| = 4opt + 1 reported in [31], on
substituting it we get the|CDS|=8opt, whereopt is the size of any optimal CDS.

8-approximation ID based CDS algorithm by Alzoubi The distributed CDS con-
struction consists of two phases: an MIS and a dominating tree. First step is to construct
a rooted spanning tree. Considering the level number of rootnode as0, the ordered pair
consisting of level number and node-ID forms the rank of a node. The next step is label-
ing, which begins from root and ends at the leaves. The root becomes black and sends
messages to its 2-hop away independent neighbors through its distance-1 neighbours.
If the node at 2-hop receives forwarded messages from all of its lower rank neighbors,
then it becomes black and initiates identifying black in itsregion. The set of black form
an MIS incorporating alternate levels of spanning tree. Thesecond phase connects the
nodes in MIS to form CDS using message communication. Initially, leader node which
is black labeled in phase-I becomes black. When a distance-2black receives a for-
warded message for the first time, it joins the dominator treealong with node which
forwarded the message. The second phase ends when all black labeled nodes joins the
CDS.

Approximation analysis outline The approximation analysis utilities the properties
of unit disk graphs to establish their bounds on the size of CDS obtained by algorithm.
From the property of UDG, the number independent neighbors anode have is at most
5. Extending it to a pair of connected nodes, one may ask for thenumber of its inde-
pendent neighbors, which gives the value9 using a simple geometry based on UDG as
4opt + 1. In a dominator tree a connector connects at least two independent domina-
tors, thus connectors=|MIS| − 1. The size of CDS={number of dominators+ number
of connectors} = 2 ∗ |MIS| − 1 = 8opt + 1.

2.9 Algorithms for maximum DP for WSN

In graph theory amaximum domatic partition problemis to find the maximum number
of disjoint dominating sets ofG. The maximum domatic partition problem inG is NP-
complete [7]. The maximum number of disjoint dominating sets that can be established
is calleddomatic numberof a graphG. A greedy heuristic algorithms for finding do-



26 CHAPTER 2. DOMINATION ALGORITHMS FOR LIFETIME PROBLEMS

matic partition is based on idea of pulling out the small dominating sets iteratively until
the reminder is no longer a dominating set. The approximation algorithm that guarantee
the largest fraction of domatic partition, 1

O(ln ∆)
, is due to Feige [7]. The definition of

domatic partition can be extended tok-domatic partitions. Ak-domatic partition is a
domatic partition ofV (G) into disjoint k-dominating sets ofG. A k-dominating set
k-D(G) of G is a subset ofV (G) such that each vertex inV (G) is either ink-D(G) or
has ak-neighbor ink-D(G). Any vertexu ∈ Nk(v) is called ak-neighbor of vertex
v, if for a givenk ≥ 1 there exists a shortestuv-path of length at mostk measured by
counting number of edges(or hops) in the path. Intuitively,ask increases, the size of
largestk-domatic partition to also increase.

Algorithms for k-domatic partition problems (k ≥ 2) are reported in [9] for dif-
ferent graph models for sensor networks. Thesek-domatic partition uses node IDs for
partitioning, hence we refer them as ID based domatic partition algorithms in the the-
sis. We briefly describe the following salient features of IDbasedk-domatic partition
algorithms for different graph models reported in [9]:

Algorithm for k-domatic partition of unit ball graphs (UBG) that reside in E u-
clidean space (k ≥ 2) An O(1) round algorithm reported in [9], that computes, for
anyk ≥ 2), ak-domatic partition of size at least(δk−1 + 1)/ck, for some constantck,
for UBGs that reside in Euclidean space and whose nodes are aware of their global
coordinates.

Assumptions in [9] are made that nodes in network reside ind-dimensional Eu-
clidean space for some fixedd and that these nodes are aware of theird-dimensional
coordinates with respected to some fixed global coordinate system. It also assumes that
nodes have unique node IDs.

The algorithm in [9] computes domatic partition in the following steps: first step is
to place a grid of small enough square cells on the plane of dimensions 1√

2
× 1√

2
. This

induces a clique partitionν = {V1, V2, . . . , Vt} of V (G). Second step, for each clique
Vi, assigns a distinct colorsr = {1, 2, . . . , |Vi|} to each vertex inVi. Third step, for
each colorr, the set of all vertices coloredr form ak-dominating set.

Algorithm for k-domatic partition for doubling UBG with nodes able to sensedis-
tances to neighbors (k ≥ 2) An O(log∗ n) round algorithm reported in [9], that
computes, for anyk ≥ 2), ak-domatic partition of size at least(δk−1 + 1)/ck, for some
constantck, for doubling UBGs whose nodes are able to sense distances toneighbors.

Assumptions in [9] are made that nodes are not aware of their coordinates, but they
can sense distances to neighbors. It also relies on the fact that these distances form a
metric of constant doubling dimension. It also assumes thatnodes have unique node
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IDs.

The algorithm in [9] computesk-domatic partition in the following steps: First
step, is to compute a maximal independent set(MIS) I inG1/2. Second step, each node
u ∈ V (G) − I attaches itself to the partition inv ∈ I that is its neighbor inG1/2.
Note that each partition dominated byv ∈ I forms a clique partition of bounded size.
Because, for any partitionv ∈ I, the distance betweenv and any of its member vertexu
is less than1/2. Thus, given any two vertexu1, u2 of partitionv ∈ I, the distance is at
most 1 (using triangle inequality|vu1| ≤ 1/2,|vu2| ≤ 1/2, implies|u1u2| ≤ 1). Third
step, for each partitionv ∈ I, the nodes assign colorr, wherer is the rank of node
based on lexicographical order using node IDs information.Note that this coloring not
necessarily proper. Fourth step, the set of nodes of rankr formsk-dominating set of the
k-domatic partition of size at most(δk−1 + 1)/ck.

Algorithm for k-domatic partition for growth bounded graphs (k ≥ 2) An
O(log ∆ log∗ n) round algorithm reported in [9], that computes ak-domatic partition of
size at least(δk−1 + 1)/ck, for some constantck, for everyk ≥ 2), for growth bounded
graphs. The term∆ is the largest degree of a vertex in the graph whereasδ the smallest
vertex degree.

Assumptions in [9] are made that nodes are not aware of their coordinates nor do
they know distance information of its neighbors. It uses only connectivity information.
It also assumes that nodes have unique node IDs.

The algorithm in [9] computesk-domatic partition using only connectivity informa-
tion in the following steps: using connectivity information it was found difficult in [9]
to compute a clique partition. In the first step, algorithm computes a partition called
uniform partition ofG with the following properties:i) each partition induces a sub-
graph ofG of diameter≤ 2 andii) for a constantC, the lower bound of each partition
is (δ1 + 1)/C. Second step, for each partitionv ∈ I, the nodes assign colorr, wherer

is the rank of node based on lexicographical order using nodeIDs information, the col-
oring not necessarily proper. Third step, the set of nodes ofrankr formsk dominating
set of thek-domatic partition.

2.10 Maximum CDP problem in WSNs

A connected domatic partition ofG is a partition of the vertex setV (G), into connected
dominating sets. The maximum number of subsets in such a partition is called the con-
nected domatic number ofG. Finding of maximum connected domatic partition is of
great interest to the wireless ad hoc and sensor network. Themaximum lifetime con-
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nected dominating set maps on to the problem of maximum connected domatic partition
of G. In classical graph theory, some works on connected domaticnumber is reported
for general graphs [32, 33], but for UDGs none of the works on connected domatic
partition has been reported before.

2.11 Problems considered in this thesis

The emphasis of the thesis is on the development of domination algorithms for life-
time problems in the design of sensor networks. Some of the domination algorithms
investigated as part of the thesis work are as follows: maximum domatic partition prob-
lem, maximum connected domatic partition problem, minimumconnected dominating
set and self organizing connected dominating set for providing transparent node mo-
bility. The problem statement which are identified from detailed literature survey and
motivated the need to be addressed in the thesis are stated as:

1. Development of a self organizing domatic partition algorithm for sensor net-
works,

2. Development of a connected domatic partition in sensor networks,

3. Development of an approximation algorithm for minimum connected dominating
sets for aggregation problems for sensor networks,

4. Development of a self organizing MPR based connected dominating set algorithm
adaptive to node mobility for ad hoc networks.

In the next chapter, we describe a self organizing algorithmfor domatic partition
problem in sensor networks.



Chapter 3

Efficient clusterhead rotation via
domatic partition

Nodes in wireless sensor networks (WSN) are deployed in an unattended
environment with non rechargeable batteries. Thus, energyefficiency
becomes a major design goals in WSNs. Clustering becomes an effec-
tive technique for optimization energy in various applications like data
gathering. Although aggregation aware clustering addresses lifetime and
scalability goals, but suffers from excessive energy overhead at cluster-
head nodes. Load balancing in existing clustering schemes often use
rotation of clusterhead roles among all nodes in order to prevent any
single node from complete energy exhaustion. We consideredimportant
aspects of energy and time overhead in rotation of the clusterhead roles
in various node clustering algorithms with goals to furtherprolong the
network lifetime by minimizing the energy overheads in rotation setup.
The problem of clusterhead rotation is abstracted as the graph theoretic
problem of domatic partitioning, which is also NP-complete. The dense
deployment and unattended nature rules out the possibilityof manual or
external control in existing domatic partition techniquesto be used for
WSNs. To our knowledge no self organizing technique exists for domatic
partitioning. We developed a distributed self organizing 1-domatic par-
titioning scheme with approximation factor of at least 1/16for unit disk
graphs.We demonstrate the benefits of self organization without sacrific-
ing the quality of domatic partition, when used in clustering improves
lifetime.
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3.1 Introduction

Wireless sensors deployed randomly in an inaccessible terrain makes it difficult to
recharge their energy source emphasizing the need of designing energy efficient and
self organizing protocols. Sensor network application includes remote geographic data
gathering where the sensed data is communicated to base station (also known as sink).
Clustering protocols address improving lifetime [34] and scalability goals for data gath-
ering applications. In order to prevent any single node fromcomplete energy exhaus-
tion, clustering protocols often rotate nodes having high energy overhead roles to extend
the lifetime of network. In adaptive clustering protocols,re-clustering identifies new set
of nodes for clusterhead roles for next round [3]. In fixed clustering scheme, the new
set of nodes are identified within the fixed clusters [29]. Re-clustering in adaptive clus-
ters has high energy overhead due to its global reset operation [2]. Even though fixed
clustering has no overhead in rotation, it has the disadvantage of rigid clusters resulting
in high energy overhead due to asymmetric communication. This motivates the need to
conserve energy in clusterhead role rotation for sensor networks.

In clustering, every node is initialized such that either itis a clusterhead or a neigh-
bor of clusterhead. Thus, the set of clusterhead nodes in thead hoc network is modeled
as the dominating set problem of graphs in graph theory [22].Dominating set of a
graphG = (V, E) is a subsetS ⊆ V such that each node ofG is either inS or has
neighbor inS. Using dominating sets, only nodes in dominating sets (dominators) must
be active or assigned high energy roles while all other nodes(dominatees) can remain
in energy saving mode. In this situation lifetime of networkdepends on the lifetime
of dominating set. Maximizing lifetime of dominating set could be finding large num-
ber of disjoint dominating sets [35] and activating them successively. The problem of
finding maximum number of disjoint dominating sets is calleddomatic partitioning and
the maximum number of disjoint dominating sets is called domatic number of graph.
Thus, the problem of rotating the responsibility of being clusterhead (or coordinator) is
abstracted as the domatic partition problem. In [10], a schedule for dominating sets in
domatic partition is presented which enables nodes in current active dominating set to
be active for a fixed period of time. Maximizing lifetime of dominating sets therefore
motivates the need to investigate domatic partition problem in perspective of sensor
networks.

In this work the problem of rotating the responsibility of being a clusterhead has
been abstracted as the domatic partitioning problem. We argue here that ordering of el-
ements in domatic partitions enable the local activation ofdominating set which makes
our scheme suitable for efficient clusterhead rotation. Here we present an approach
for local activation of dominating sets in domatic partition for maximum lifetime prob-
lem. We present a distributed, self organizing protocol fordomatic partition which
enables efficient activation of dominating sets for rotating the responsibility of being
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clusterhead. Besides this, we also consider constructing the domatic partition to have
an additional property of dominating sets being connected.The extension from do-
matic partition to connected domatic is not trivial. Although connected domatic parti-
tion problems is not the primary scope of this work, it does motivate future study in this
perspective. This chapter is organized as follows: section3.2 presents the preliminary
notions, problem abstraction and our contributions. In section 3.3 we describe work
related to the domatic partition problem. Section 3.4 presents our approach for self or-
ganizing domatic partition. Section 3.5 describes our algorithm for domatic partition,
its complexity analysis and discusses generalizations. Section 3.6 is on simulation of
the protocol. We close the chapter in section 3.7 with a summary of the work.

3.2 Preliminaries

In this section, we define some graph theoretic terminologies and background for use
in the rest of this chapter. The degree of a node (denoted as deg(u) for nodeu) is
the number of neighbors of that node, i.e. the number of nodeswithin its maximum
transmission radius. Themaximum degree∆(G) of a graphG is the largest node degree
and theminimum degreeδ(G)=min{deg(u), ∀u ∈ V(G)}, i.e. the smallest.

A graph is said to beconnected, if for every pair of nodes there exists a path between
them. All nodes of a connected network can communicate with each other over one or
multiple hops(through forwarding). A graph isk-connected, if for each pair there exist
at leastk mutually independent paths connecting them. The maximum value of k for
which graph isk-connected is theconnectivity(denoted byκ) of G. Thus, the connec-
tivity κ(G) of a graphG is the minimum number of vertices needed to be removed so
thatG is no longer connected. In a graphG, a pair of vertices areindependentif they
are not adjacent. Anindependent setof G, is a subset(S ⊆ V (G)) such that no pair
of vertices inS is adjacent. Amaximal independent set(MIS) of G, denoted byI, is
an independent set in which any vertexv ∈ {V (G) − I} has a neighbor inI [28]. A
clique in a graph is a set of pairwise adjacent vertices. The graphG1/2 = (V, E1/2)

defines its set of edgesE1/2(G1/2)={(u, v)|(‖u, v‖2 ≤ 1
2
), for u, v ∈ V (G1/2)}, for any

pair of verticesu, v ∈ V (G). The maximal independent setI1/2 is an independent set
of graphG1/2, such that any vertexv ∈ {V (G1/2) − I1/2} has a neighbor inI1/2. A
global positioning system (GPS) receiver calculates its position using the signals from
four or more GPS satellites for very accurate local time, more accurate than any normal
clock can provide, so that the receiver internally solves for 4 variables-x, y, z andt i.e
for time as well as position.

The domination problems are important in ad hoc and sensor network. Domatic
partition is partitioning the verticesV (G) into maximum number of disjointdominating
setsof graphG. The maximum number of disjoint dominating sets in graphG is called
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domatic numberD (G). The domatic number ofG is at most(δ(G) + 1). According
to Ore’s theorem [8], graphs without isolated vertices havetwo disjoint dominating
sets, thusD(G) ≥ 2. The problem of finding domatic number of sizeD(G) ≥ 3

is NP-complete [8]. A graphG is said to bedomatically full if D (G)=(δ(G) + 1),
the maximum possible. Determining if ad-regular graph is domatically full is NP-
complete ford ≥ 3 [8]. A connected domatic partitionCDP(G) of a graphG is a
partition of the vertex setV (G), into disjoint dominating sets such that the subgraph
induced by each dominating set is a connected subgraph ofG. The problem of finding
the connected domatic numberof size |CDP(G)| ≥ 2 is NP-complete [8]. For the
connected domatic partition problem, the connectivityκ of the graph is an upper bound,
thus|CDP (G)| ≤ κ.

Thek-domatic partition problem deals with partitioning the vertex setV (G) of G

into (preferably large) node-disjoint sets ofk-dominating sets, wherek means length of
shortest path measured by counting intermediate nodes (hops) in that path. Thus, for
eachk-dominating set, the node inV (G) is either ink-dominating set or there exists a
shortest path of length at mostk between some node ink-dominating set.

3.2.1 Rotation of clusterheads via re-clustering in sensornetworks

In homogeneousclusteredsensor networks, the role ofclusterheadburdens a few nodes
with more duties than others. The rotation of the role of clusterheads equally among
all nodes results in load balancing which extends the network lifetime. Re-clustering
simply identifies new set of nodes for assigning the clusterhead roles. Thus, periodic
re-clustering is an essential operation inclustering algorithmsof sensor networks for
enabling role rotation. Role rotation via re-clustering isa global operation which suffers
from a significant energy overhead while rotation. Thus,efficient rotation schemeaims
at reducing wasteful energyin re-clustering using local rotation in spite of rotation.This
motivates us to design an efficient rotation scheme aiming for energy conservation in
sensor networks.

3.2.2 Rotation of clusterheads via domatic partition in sensor net-
works

Consider network as a graphG = (V, E) where an edge between a pair of nodes
indicates that they are in direct communication range. The clustering of network is
abstracted by a dominating setD⊆V (G) such that, each nodev∈V (G) is either in
D or has a neighbor inD. The set of maximum possible disjoint dominating sets
P={D1, D2 . . . , Dt} of G is called domatic partition. The set of clusterheads can be
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abstracted as a dominating setD, thereforeclusterhead rotation via domatic partition
is abstracted as domatic partition (DP) and scheduling the disjoint dominating setDi

through the domatic partitionP={D1, D2 . . . , Dt}. We assume some scheduling pol-
icy [10] and frequency of clusterhead rotation scheme in place. The domatic partition
problem is a NP complete problem of graph theory. The problemof rotating clusterhead
roles to maximize cluster lifetime can be modeled as domaticpartition problem (DP)
of G. We observe that activation of dominating sets is a local operation in contrast to
global re-clustering. Thus, rotation ensures efficient activation of fresh dominating set
through domatic partition set to replace the active dominating set locally.

3.2.3 Clustering and periodic re-clustering setup overheads

There is a cost in terms of time and energy to set up clusters and periodically re-cluster
in clustering protocols for sensor networks. Many clustering protocols use an intuitive
argument that steady state period should be long enough compared with the setup phase
in their assumptions to amortize the overhead of cluster formation [3, 29, 2, 6]. Notwith-
standing running the long steady state phase for amortizingsetup overhead, the nodes
suffer from an early drainout of their energy resources results to reducing lifetime.

3.3 Related Work

This section is divided in two parts to give the related workson node clustering and
domatic partition in sensor networks.

3.3.1 Related node clustering techniques

Clustering becomes indispensable when energy is considered as an optimization param-
eter. Many clustering algorithms for maximum network lifetime problem have been re-
ported in literature [36] aiming at minimizing the energy spent in communication using
different heuristics such as: a minimal numbers of clusterssuch that each node in clus-
ter is atmostk-hops away from the clusterhead[37] and rotating the clusterhead roles
to all the nodes based on some criteria [29, 2, 38]. To our knowledge, none of these
algorithms aim at reducing the energy spent in clustering orre-clustering setup phase.

An optimal algorithm for clustering sensor nodes uses the idea of balanced clusters
such that total distance between sensor nodes and clusterhead is minimized. Balanc-
ing the clusters evenly distributes the load on all clusterhead nodes and minimizing the
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total distance reduces the communication overhead resultsin reduced energy dissipa-
tion. The well studied problem of clustering is to minimize the maximum intra cluster
distance (between the nodes and clusterheads) over all clusters. In addition to minimiz-
ing intra cluster distance, minimizing the inter cluster distance (between clusterheads
and base station) also becomes an important optimization for energy conservation in
lifetime problem. A clustering scheme reported in [39] called as optimal energy aware
clustering in sensor networks use these aspects theoretically. For sensor network in
underwater sea applications, a clustering scheme based on similar idea called as min-
imum cost clustering protocol (MCCP) reported in [6] considers a cost-metric based
on minimum intra cluster and minimum inter cluster distances for identifying clusters.
The main drawback of these minimum intra cluster and inter cluster distances based
approaches is the high energy overheads in setup phase of clustering and re-clustering
often requires several iterations for convergence of clustering algorithm. Prior works on
node clustering used different heuristic to elect a node as clusterhead such as: residual
energy, number of neighbors, node ID, number of times a node has become clusterhead
etc.

A weight based distributed clustering (WCA) algorithm [40]uses the weighted com-
bination of node parameters such as: the ideal degree, transmission power, mobility and
battery power of mobile nodes for electing the clusterheads. This scheme considers the
mobility of nodes which perturb the stability of the clusterconfiguration due to change
in network topology, therefore reconfiguration becomes unavoidable. The clusterheads,
forming a dominant set in the network, determines the topology, its stability and the
time required to identify the clusterheads depends on the diameter of the underlying
graph. The drawback of WCA is apparent under energy constraints situations when
the algorithm suffer from high energy overhead in configuration and reconfiguration of
cluster setup suggests the scope improvement of lifetime. In distributed clustering algo-
rithm (DCA) [4] application nodes use highest weight among 1-hop neighbor to become
clusterhead. The drawback of these clustering is high energy overhead in clustering and
re-clustering setup.

In LEACH [29, 38], the energy load of being clusterhead is evenly distributed
among nodes by randomized rotation of clusterhead role to all the nodes based on re-
maining energy resource of the nodes to avoid draining the battery of any one sensor in
network. In HEED [2] the clusterhead nodes are periodicallyselected using a hybrid
scheme based on residual energy and node degree for load balancing efficiently. In both
these approaches and also others assumes a long steady stateto offset the setup load
due to clustering and re-clustering operations. HEED incurs as many as 12 iterations
for each setup phase [2]. Recently, minimum cost clusteringprotocol [6] has shown bet-
ter performance than HEED. The advantage of rotating the clusterhead position among
all the nodes in adaptive clusters depend on nodes which are affiliated to the closest
clusterheads results in minimal intra cluster energy dissipation for communication the
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nodes to communicate nodes to its clusterhead.

In LEACH-F [3], a fixed clustering scheme, the clusters are fixed and only cluster-
head were rotated, resulting in nodes have to use a large amount of power to commu-
nicate with its head when there is another cluster’s clusterhead is close by. Therefore,
using fixed clusters and rotating clusterhead nodes within cluster, requires more trans-
mit power from nodes, results in increasing non-clusterhead node energy dissipation
often arising due to skewed communication in the clusters. However, the advantage
of fixed clusters is that once the clusters were formed, thereis no setup overhead at
the beginning of each round. Depending on the cost of formingadaptive clusters, an
approach where the clusters are formed once and fixed and clusterhead position rotates
among the nodes in the cluster may be more energy efficient than LEACH.

Unequal size clustering (USC) scheme[38] analyzed that theunbalanced energy
consumption problem of clusterhead rotation is often due toequal size clusters in clus-
tering resulting to an unequal load on clusterhead nodes which can be overcome by
having clustering to identify unequal size clusters to incur an uniform energy dissipa-
tion among the clusterhead nodes, thus increasing network lifetime.

3.3.2 A review of domatic partitioning

Pemmaraju and Pirwani in [1] have givenk-domatic partition algorithms (k ≥ 2) for
various ad hoc network models which is summarized here for UDGs:

The grid partition basedk-domatic partition algorithmgiven in [1], assumes an
infinite grid of small square cell is placed on deployment plane, where each cell is
having dimension of1√

2
× 1√

2
. This induces a clique partitionP of the deployed nodes

V (G) of G. ThusP = {V1, V2, .., Vq}, where the setVi ∈ P is a clique. For each
cliqueVi ∈ P , a coloring schemeχ, based on node locations, assigns a distinct color
r = {1, 2, .., |Vi|} to each vertexv ∈ Vi, in cliqueVi. For many colorsr, the set of
all vertices coloredr form a k-dominating set ofG. This scheme may be used for
benchmarking of any domatic partition scheme. The disadvantages of grid partition
basedk-domatic partition [1] are as follows:

• The partitioning of remote deployment area with a fixed grid structure may not
be feasible in practice for sensor network applications.

• The adaptation of grid partitioning basedk-domatic partition for self organizing
ad hoc networks may be non-trivial.

The aim of this work is to identify domatic partition (fork = 1) for UDG model whereas
thek-domatic partition (k ≥ 2) given in [1] cannot be adopted fork = 1.
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In [10] a scheduling scheme based on a randomized algorithm for domatic partition
is given for maximizing cluster lifetime problem.

The major drawback of existing domatic partition schemes isthe assumption about
node’s pre-deployed strategy which is based on an external or manual control for plac-
ing nodes inside a grid partitions. Due to large number of node deployment and in
an inaccessible location, the user control makes its application in ad hoc and sensor
network difficult. The technique self organization clearlyovercomes from manual or
external control using local interactions based on short range wireless communications
with the aims to achieve global objectives of particular network configuration.

Our work focuses on efficient clusterhead rotation via self organizing domatic par-
tition for self organizing sensor network. Independent to the clustering, our clusterhead
rotation scheme yields energy efficiency by reducing energyoverhead in clusterhead
rotation setup.

The contribution in this chapter is the domatic partitioning scheme with self or-
ganization support in UDGs. From now on, we call our domatic partition scheme as
self organizing domatic partitioning. To the best of our knowledge no such scheme
for construction ofself organizing domatic partitionexists in the literature. Using this,
we proposed clustering scheme with efficient clusterhead rotation via self organizing
domatic partition which aims at improved network lifetime.The dominating set in do-
matic partition is not necessarily connected. We also look into makeshift to connected
domatic partition problem forconnectedness propertyof dominating sets in domatic
partition.

3.4 Approach for self organizing Domatic Partition

We describe our self organizing domatic partition scheme inthis section which is the
basis for efficient rotation of the roles of clusterhead among nodes for achieving load
balancing aims at improving network lifetime. We give the big picture of our approach
first and then describe the constituent steps in the subsections in detail. The problem of
domatic partitioning is achieved in two steps: clique packing and ranking. Clique pack-
ing is a network decomposition scheme to identify clique regions having the property
that heads form an maximal independent set ofG1/2 and their neighborhood a clique.
The clique neighborhood is defined as, vertices adjacent tov includingv itself, enclosed
within 1

2
radius of closed disk aroundv, denoted byNclique[v], forms an induced sub-

graph called as clique neighborhood ofv. The nodes that are not covered in any of
clique packing are calleduncovered nodes. The property that uncovered nodes should
hold is that uncovered node together with clique packing forms an maximal indepen-
dent setI1/2 of G1/2. Next step of ranking, use the location information obtained from
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Figure 3.1: Clique packing in unit disk

global coordinate system (GPS–global positioning system), which defines the ordering
of nodes to evolve a ranking, which assign the ranks to each node in clique. The set
of nodes having same rank across each clique in clique packing and uncovered nodes
(if not covered) forms a dominating set. The collection of disjoint dominating sets
form domatic partition. Finally, rotation of clusterheadsroles is to periodically activate
dominating set through domatic partition to obtain the clustering with desired proper-
ties. Note that the scheduling schemes are beyond the scope of this work, so we have
included a simple mechanism for the completeness. For the simplicity of exposition,
we present the design for UDG and later show the extension forgeneral graph models.
Following five sections present the details of our approach for clique packing, handling
uncovered nodes, ranking, domatic partitioning and clustering.

3.4.1 Clique Packing

The goal of clique packing is to decompose network in cliques. In a UDG, the nodes
within half radius circle with head at the center forms a clique. Thus, the goal of clique
packing is to decompose the network into an independent set of G1/2 so that distance
between two clique heads is at greater than1

2
. The following terms as defined below,

are associated with clique packing:

• Clique: The distance between the head node of a clique and any other node within
the clique is at most1

2
. Therefore, distance between any of two nodes within

a clique must be at most 1. Thus the 1-hop clique packing in UDGforms a
packing of 1-hop clique. Consider two nodesv, w within clique region in any
clique packing. The distance between them and head node (u) is atmost1

2
. Since,

|uv| < 1
2

and|uw| < 1
2
, therefore,|vw| < 1 and all the nodes within partition are

within their transmission radius. Thus the partition region forms a clique.

• Bounded cardinality:The clique region in clique packing has to be non-empty
with cardinality of atleastδ(G)/c excluding head node for constantc (described
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later). Thus, the size of each clique is ensured to be at least(δ(G) + 1)/c.

• Clique packing density:The number of cliques, which can touch an clique with-
out any intersections, intersecting UDG is defined as cliquepacking density.
Figure-3.1(c) illustrates a proper clique packing. Consider the radius of a 1-hop
clique atmost as1

2
. The distance between two independent nodes (neighboring

clique heads) is greater than1
2
. The density of clique packing is the number of

intersecting cliques packed in unit disk. From figure-3.1(c) we calculate the max-
imum density of clique packing= π.r2

π(r/4)2
= 16= c (details given later in lemma

3.2) to define the lower bound for clique size. Thus, for a unitdisk graph, the
clique packing density is constantc=16.

No direct method to obtain the clique packing in a network is known to us from
literature [41]. However,one can obtain unit disk partitioning of G with the known
techniques [3, 29, 2, 38, 42]. In the unit disk partitioning of G, distance between any
pair of nodes is atmost 2 in any partition, whereas for cliquethe property of maximum
distance is 1 for any pair of nodes. Therefore, partitioningof unit disks in UDG is
not a clique packing. However, from a given unit disk partitioning we could further
decompose to obtain the clique packing. Thus we define cliquepacking as two phase
decomposition in our scheme: unit disk partitioning and clique packing.

1. Unit Disk Partitioning: The aim is to achieve unit disk Partitioning for bounded
size clique in constant rounds. This approach works as follows: Initially a random
subset of nodes decides to contest for clusterhead election. Some of them are
successful without conflict while others resolves. Using timer based contention
resolution, some of them succeed as the clusterheads to formunit disk partitions.
We use clustering approach with a timer based atomicity for resolving contention
with guaranteed constant round [3, 29, 2, 42, 43]. AfterO(1) rounds, all the nodes
are either within radio range of clusterhead or becomes clusterhead. Unit disk
partitions also identify nodes within distance of1

2
from clusterheads as a clique.

Thus, a partitioning of unit disk with the clique at its center is identified figure-
3.1(a), in the first phase and nodes in the unit disk partitionthat lies between
band1

2
to 1 has to undergo election in second phase for clique packing as showed

in figure-3.1(a). The implementation details of distributed approach are skipped
here, for simplicity of exposition. Thus, phase-I forms unit disk partitioning
having a clique in each unit disk and only non-cliques nodes participates in second
phase for election showed in figure-3.1(a).

2. Unit disk partitioning to clique packing:The unit disk partition is further parti-
tioned into cliques in phase-II to identify disjoint cliques. Using the same clus-
tering [3, 29, 2, 38, 42] approach used for unit disk partitioning, only the non-
clique nodes undergo election in phase-II to elect nodes as leaders for clique
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Figure 3.2: Uncovered node and uncovered cluster in boundedclique packing of G

partition. For contention resolution, a timer based mechanism is used to guaran-
tee the atomicity for convergence in constant round. Thus, at the end of one or
two rounds clique are identified forming clique packing figure-3.1(b). The details
of distributed implementation issues are skipped here. Note that size of clique
in clique partition is bounded below by(δ + 1)/c are retained as clique pack-
ing for domatic partition whereas the ones not meeting the bounds are termed as
uncovered nodes (or uncovered clusters).

3.4.2 Handling uncovered nodes in bounded size clique packing

The nodes, which are unable to form bounded size clique packing become uncovered
nodes as shown in figure-3.2(b). We avoid triggering re-clustering in clique packing
by handling uncovered nodes separately. For example, a nodeshown as small circle in
figure-3.2(d), becomes an uncovered node by existence of nearby bounded size clique.
If the uncovered nodes try to form a bounded size clique then it requires unpacking of
nearby clique nodes, thereby triggering re-clustering andleading to several iterations.
There can be more than one uncovered nodes in close neighborhood of each other,
forming an uncovered cluster (shown in figure-3.2(a)), because of identifying bounded
clique in a few iteration rounds. Thus, in bounded size clique packing, uncovered nodes
or uncovered clusters may be identified to avoid re-clustering leading to unbounded
iterations. It may be noted that for resource constrained sensor networks, the large scale
iterations throw substantial overhead on energy resources, therefore keeping some stray
nodes as uncovered nodes with a careful mechanism is desirable.
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3.4.3 Ranking

The ranking is an alphabetic ordering based on〈x, y〉-coordinates of clique nodes in
clique packing which helps in identifying disjoint dominating set ofG. In the presence
of uncovered nodes, the dominating sets also require uncovered nodes as dominators.
Therefore ranking of nodes, requires the following mechanisms:

1. Ranking of nodes in clique packing:Suppose that each node in network has ob-
tained its physical location from GPS. Each clique in a clique packing assigns a
distinct rank to its nodes using alphabetic ordering based on thexy-location of
the nodes. The ranking is assigned in following manner: Eachnode informs its
location to its 1-hop neighbors. This requires one round of message exchange
msg=〈ID,x,y〉. After 1-round of message exchange each node collects location
information of its neighbors in clique. Now, order the node IDs based on their
geographic location at each node in clique. Each node assigns its rank on the
basis of it’s rank in ordered list within clique. Each node broadcasts message-〈
ID, cliqueid, rank〉 to nodes in its transmission radius.

2. Acquiring ranks for uncovered nodes:Each uncovered nodesacquiresa rank on
the basis of its neighboring clique’s ranking. Now, we give asimple mechanism to
handle the ranking of uncovered nodes to prepare them for domatic partitioning.
Each uncovered node keeps track of the ranking of its neighboring clique packing
nodes (tracked ones are shown in figure-3.2(a) as grid marked). The uncovered
node needs to receive rank announcement of its neighboring clique member’s
ranks to form an ordered sequence of ranks{1, 2, . . . , max-range} from any of
clique’s member nodes irrespective of its clique or node ID.Themax-range is
defined as:

max-range=min{max rank{clique1}, max rank{clique2}, . . . ,

max rank{cliquek}}, where max rank is a function of maximum
rank which is assigned to any node ofcliquei andk is the number of
neighboring cliques of uncovered node.

In this way uncovered nodes either acquires the complete ordered sequence of
ranks (up tomax-range) or it can identify the missed sequence numbers.

(a) No missed rank in rank-sequence: arbitrary rankLet an uncovered node
receives the complete sequence of ranks from its neighboring clique.
In this case, the uncovered node is completely covered by neighboring
cliques. Thus, the uncovered node acquires an arbitrary rank from sequence
{1, . . . ,max-range}.

(b) One missed rank detected in rank-sequence: missed rankThe uncovered
node detects one missed rank in the rank-sequence. In this situation, the
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uncovered node is covered by all the dominating sets except the missed-
rank sequence. Thus, the uncovered node acquires rank as themissed-rank.
Therefore, the uncovered node is picked up as dominator in that particular
ranked dominating set in domatic partitioning (explained later).

(c) Multiple missed ranks detected in rank sequence: Either look for uncovered
clusters or insufficient nodesIf multiple missed ranks sequence is detected
for uncovered nodes then this means an insufficient number ofnodes are
deployed in network for domatic partition. In this situation at best the un-
covered node can look for uncovered clusters to resolve thissituation if
members of uncovered clusters has similar missed-ranks.

3. Acquiring ranks for uncovered clusters:More than one uncovered node in close
vicinity forms an uncovered cluster. This brings an optimization for uncovered
nodes. The members of uncovered cluster, in addition to forming missed-rank list,
exchange the missed-list among each other by a broadcast message and compute
the intersection of missed ranks calledmissed-intersection-list(shown in figure-
3.2(c)). For a missed-intersection-list, one with lowest node ID of the uncovered
node from uncovered cluster acquires that particular rank.Others with common
missed-intersection may acquire rank arbitrarily from range{1, . . . ,max-range}.

3.4.4 Domatic Partitioning

In our approach we obtain the domatic partition from clique packing and ranking. The
ranking of clique nodes assist to form disjoint dominating sets. The disjoint dominat-
ing sets are formed from:-i) clique packing,ii) uncovered clusters andiii) uncovered
nodes.

The clique nodes dominates the clique region, therefore they contributes to each
of the disjoint dominating sets. All the members of minimum size clique in clique
packing necessarily become the dominators in domatic partition and determine the size
of domatic number. Since all the members of minimum size clique contribute to the
domatic number, therefore nodes which are left over from other cliques are assigned to
any disjoint dominating set arbitrarily to satisfy partitioning criteria. It may be noted
that a dominating set may not be an independent set.

The uncovered node with an acquired rank either based on missed-rank or arbitrary
rank, joins the particular ranked dominating set in disjoint dominating sets. Thus, set of
nodes having same rank from each clique of clique packing andsame rank of uncovered
nodes forms a disjoint dominating set.

It may be noted that in case an uncovered node have multiple missed ranks which
are unable to acquire a distinct rank, then it becomes infeasible to construct disjoint
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dominating sets of lower bound domatic partition due to insufficient number of nodes
in network.

Consider the maximum ranks of minimum size clique asm, which form the disjoint
dominating setP = {D1, . . . , Dm}, whereDi is dominating set ofG. For each clique
in clique packing, members with ranks{1, . . . , m} joins the respective dominating set
Di (forall i = 1 : m). The members with ranks at leastm+1 of clique packing are
arbitrarily assigned to any of disjoint dominating setP={D1, . . . , Dm}.

The uncovered nodes with rank joins the respective dominating set in
P={D1, . . . , Dm}. Similarly, in the uncovered cluster, the uncovered nodes with ranks
joins the respective dominating set inP={D1, . . . , Dm}. It may be noted that uncov-
ered nodes contribute to the size of dominating set but does not contributes to domatic
number.

3.4.5 Clustering

Consider a given domatic partition of size(δ + 1)/c. Scheduling the dominating sets in
round-robin needs a step to construct cluster around the dominating sets. In clustering,
nodes in dominating set become clusterhead and allow the neighboring non-clusterhead
nodes within transmission range to affiliate with it.

Note that each dominating sets in domatic partition guarantees coverage of target
area. Thus not only coverage guarantees but also optimization in reducing the size of
dominating set subjected to a guaranteed coverage could be done using our approach.
We have included the following lemma-3.1 which establishesthe full coverage of net-
work node to function exactly as the existed algorithm reported in [1]. We claim for our
self organizing domatic to ensure the full coverage is basedon principles of dominating
set of graph G. By definition of dominating set of graph, any node of graph not in the
dominating set must be the neighbor of some node in dominating set. In our approach
the clique packing and un-covered nodes together forms the dominating set. Note that
un-covered nodes here only refers to the uncovered in cliquepacking. Such un-covered
nodes when included to the dominating set, gives a full coverage of all the network
nodes. Thus, clustering based on dominating sets ensures full coverage. The size of do-
matic partition is not sacrificed to achieve self organization as observed in comparison
with existed algorithm reported in [1], more details are given in the later section-3.6 of
the chapter.

Lemma 3.1 The clusters formed by domatic partition ensures full network coverage.

Proof: : Consider the domatic partitionD(G) = {D1, . . . , D(δ+1)/c} of graphG.
Each setDi, for i = 1 : (δ + 1)/c of domatic partition is dominating set ofG by
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the definition of domatic partition. The dominating set based clusters of network is
induced by the dominating setDi of G. By the definition of dominating setS ⊆ V (G)

of graphG, any nodev ∈ {V (G) − S} of graphG not in the dominating set must be
the neighbor of some node in dominating set. In our approach the clique packing and
un-covered nodes together forms the dominating set. Since,a node from each clique
dominates all the elements of cliques. When including un-covered nodes together
with clique nodes forms a dominating set ofG. Since the dominating set covers the
entire network nodes by the definition of dominating set. Therefore set of clusters in-
duced by the dominating set ofG ensures full network coverage. The domatic partition
D(G) = {Di}, for i = 1 : (δ+1)/c, computed by algorithm forms dominating set ofG,
thus the clustering obtained by disjoint dominating set ensures full network coverage.2

3.5 Algorithms for Domatic Partition and Rotation

The domatic partition problem is NP-complete [44]. Approximation algorithm guaran-
teesO(ln∆) approximation for domatic number which is the best possibleapproxima-
tion for general graphs unlessNP ⊆ DTIME(nO(lg lg n)) [7]. Thus, greedy construc-
tion of domatic partitions to find large number of disjoint dominating sets in earlier
works [10, 1, 7] has not considered an important aspect of self organization. To our
knowledge, there is no self organizing approximation algorithm for 1-domatic partition
problem, which is needed for efficient and coverage preserving protocols for sensor net-
works. In this section we describe three algorithms for finding large domatic partitions
and scheduling activation of its disjoint dominating sets.We assume that the node of
the networks with unique IDs has location information usingaccess to global position-
ing system (GPS). We assume a UDG model for keeping simplicity of exposition; we
show that our scheme works for other complex graph models butwith increased time
and message complexities.

Algorithm-1 constructs clique partitions using 2-phase approach. The iterative
rounds of first phase ensures the partitioning ofG in unit disk. By definition a unit
disk contains a clusterhead with any pair of nodes within unit disk being at most at
distance-2. In the first phase of algorithm-1 a set of nodes tries to become clusterhead
so that no two adjacent clusterheads are within the direct transmission range. The con-
tention among the nodes is resolved using a timer within periodτ . If all the node are not
covered, then iteration continues until either a node is clusterhead or having a cluster-
head (one or more) as it neighbor. Therefore, after a few rounds the set of clusterheads
form a maximal independent setI of G. This partitioning is called unit disk partition
which satisfies the following three properties:
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1. Each partition in unit disk partitioning is dominated by clusterhead.

2. Any pair of member nodes of a partition is at most at distance of 2.

3. The set of clusterheads forms maximal independent setI of G.

4. The nodes withinradius of 1
2

forms a clique of partition and rest of nodes are
non-clique of partition.

The non-clique members of each partition undergoes furtherclique partitioning for
electing leaders in phase-II to identify cliques which we call as clique packing.

Algorithm 1 Two Phase Clique Packing
Input: UDG, IDs, 2D-location,τ
Output: Bounded Clique packingU = {V1, . . . , Vs} of V(G), uncovered cluster, un-

covered nodes
1: (* Phase-I (Unit Disk Partition) *)
2: Election of clusterhead so that two nodes of more than 1 unitsbecomes clusterhead.
3: Contention resolution timeτ used for clusterhead election
4: Affiliate nodes within1

2
distances as clique

5: Nodes greater than1
2

distances from clusterhead becomes candidates for phase-II
election. Note that phase-I Identifies set of clusterheads as maximal independent
set (MIS)I of G, s.t. for any neighboringx, y ∈ I(G) (1 < ‖xy‖2 ≤ 2)
(* Phase-II (Clique Partition) *)

6: Election for non-overlapping clique so that any two neighboring clusterhead are at
least at distance1

2

7: Contention resolution timer withτ time period used for clusterhead election
8: Affiliate remaining nodes to closest clusterhead of clique
9: The cliques is bounded with at least the size(δ + 1)/c. The nodes failed to achieve

bound becomesuncovered nodesor uncovered clusterto avoid re-clustering
(* Handling of uncovered nodes*)

10: Nodes failed to form or join bounded clique partition (to avoid violation) are
called uncovered nodes. More than one uncovered nodes forms anuncovered
cluster. Note that phase-II Identifies set of clusterheads for clique and uncov-
ered nodes as maximal independent set (MIS)I1/2 of G1/2, s.t for any neighbor-
ing x, y∈I1/2(G1/2) (1

2
< ‖xy‖2 ≤ 1). Thus uncovered node and clique packing

together satisfies maximal independent propertyI1/2 of G1/2, required for proper
domatic partition.

The second phase starts with non-clique region of every unitdisk partition to iden-
tify clique packing ofG. The election of leaders for clique is also carried out using
timer with periodτ to resolve the contentions. The contention resolution is based on the
idea of allowing a formation non-overlapping of disk of at leastradius = 1

4
, whereas

resolving the contention in case of overlapped disk formation is detected by member
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nodes. The clique partitions thus formed satisfies the lowerbound(δ + 1)/c for cliques
in clique packing. The set of nodes not meeting lower bound property for cliques, turns
uncovered, such partition or node called asuncovered cluster or uncovered node. The
properties of clique identified in 2-phase algorithm-1 are the following:

1. The distance between any pair of nodes in a clique of cliquepacking is at most 1,

2. The distance between heads of any neighboring cliques in clique packing is
greater than1

2
and

3. The size of clique in clique packing is bounded below by(δ + 1)/c for some
constantc in UDG (defined later in lemma-3.2).

In a few iterative rounds, there may be an uncovered area as a result of non-overlapping
area of clique packing. When theuncovered nodesis more than one then they are
referred to as anuncovered cluster. The size of uncovered clusters is bounded above by
(δ +1)/c, which are unable to construct clique in clique packing. Theuncovered nodes
or uncovered cluster satisfies the following properties:

1. The uncovered nodes together with the clique clusterheadforms a maximal inde-
pendent setI1/2 of G1/2 and

2. The uncovered cluster size is bounded above by(δ + 1)/c.

Algorithm-2 has three goals:i) ranking of nodes in clique of clique packing using
location information obtained from geographical positioning system (GPS),ii) detect
the set of missed ranks in the neighborhood of uncovered nodes for which there are
no clique nodes bearing the rank in its neighboring cliques and acquire the rank either
as missed-rank or arbitrary rank andiii) optimization of handling missed-ranks for
uncovered clusters (already explained in previous section).

To achieve these goals, the algorithm-2 adopts the following simple mechanism. In
algorithm-2, the nodes in clique broadcast theirIDs to form clique neighborhood list
which is then sorted in non-descending order of location (based on global positioning
system GPS) so that each node assigns a rank in ordered list. The elements of clique
then broadcasts its ranks. In the process of ranking of clique packing and to construct
disjoint dominating sets, the uncovered node has to keep track of rank-sequence of its
neighboring clique of clique packing and acquires a rank. The uncovered nodes on
receiving the neighboring clique-member’s ranks arrangesto find out complete series
of ranks up to the minimum of neighboring clique’s maximum ranks. Similarly, an
optimizationis applied for uncovered clusters. They exchange their missed-rank list
among themselves so that they computes the intersection of missed-ranked list called
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Algorithm 2 Domatic partitioning from clique partition and uncovered nodes
Input: PartitionU = {V1, . . . , Vs} of V (G) where eachVi is a clique, Nodes have its

location from GPS
Output: Domatic PartitionD = {D1, . . . , Dd} of V (G)

1: Each node in clique broadcasts 3-tuple〈x, y, clusterid〉 to all neighbors
2: Each node receivesIDs from neighbors in clique.Note that neighboring uncovered

node also receives it
3: Each node constructs local list ofIDs of clique members
4: Compute locally the sorted list ofIDs on the basis of location information. Assign

the rank to itself from locally computed ordered list
5: Nodes of same rank forms dominating set sayDi and collection disjoint dominating

sets forms domatic partition setD
6: Clique Nodes broadcast information of its ranks and affiliated clique clusterhead

(* Acquiring ranks for uncovered nodes*)
7: Uncovered nodes needs to receive the complete range of ranksof its neighboring

cluster and identify themissed ranksin the rank-sequence and broadcast the missed-
ranks to neighboring uncovered cluster nodes

8: Uncovered cluster nodes on receiving missed rank-list, they compute its intersec-
tion, to getcommon-missed ranks

9: The uncovered-node without any missed-rank, joins arbitrarily any one of disjoint
dominating set

10: For amissed rankj, the uncovered node becomes dominator in dominating setDj .
For common-missedranksj, any one ofuncovered clusterk becomes dominator
Dj

11: Multiple missed-ranks of an uncovered node to look for uncovered cluster with
common missed-ranks to achieve resolution of coverage towards formation of dom-
inating set
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asmissed-intersection-rank list. The uncovered node with lowest node ID becomes the
dominator for that particular ranked dominating set. Thus,the nodes of same ranks from
each clique of clique packing and uncovered nodes with same acquired ranks together
forms dominating set.

Therefore, the node disjoint dominating set partitions theV (G) of G such that each
partition becomes the dominating set ofG.

In algorithm-3, scheduling of dominating set, assigns the role of clusterhead to
nodes. The clusterhead solicits affiliation from the non-clusterhead nodes. In cluster-
head rotation, periodically the new dominating set from domatic partition is scheduled
periodically.

Algorithm 3 Clustering from Domatic Partition
Input: Domatic PartitionD = D1, . . . , Dd of V (G)
Output: Clustering with rotating clusterhead

1: repeat
2: for all i ∈ 1..d do
3: Periodically schedule nodes ofDi to be active for∆t
4: Nodes ofDi becomes clusterhead announces neighbors for affiliation
5: On receiving clusterhead announcement, nodes join arbitrary cluster
6: end for
7: until all dominating sets exhaust their energy

3.5.1 Lower bound approximation factor of domatic partition

Lemma 3.2 The lower bound approximation factor on size of domatic partition for
algorithm-2 is constant1

16
in UDG.

Proof: Consider the two phase algorithm-1, for clique packing. In order to identify
the lower bound of domatic partition, we first analyze the size of clique obtained in
algorithm-1. In the first phase of the algorithm, the unit disk partition of graphG is
obtained, where the diameter of each partition is at most two. As a result in the second
phase of clique packing, the diameter of a clique is obtainedat most one. For clique
packing, the set of nodes at the center of each clique should be at a distance greater than
1
2
. For a pair of neighboring cliques with centers atvi andvj , dist(vi, vj) > 1

2
. Let I 1

2
be

an MIS ofG 1
2

and letvi, vj ∈ I 1
2
. If we consider a disk of radiusr = 1

4
, placed around

nodesvi andvj , then they are non-overlapping, shown in figure-3.3. This means that
for a given nodevi the number of non-overlapping disks in area ofN [vi] is at most of
the size πr2

π( r
4)

2 =16 = c (a constant for UDG).
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Figure 3.3: Lower bound of domatic partition size for algorithm-2

The size of clique for nodevi is bounded below by(N(vi)+1)/c. Since,δ ≤ N(vi),
therefore minimum clique is bounded below by|cliquei| ≥ δ+1

c
. The upper bound

for optimal domatic partition size is(δ + 1), therefore approximation factor of size of
domatic partition of our algorithm is1

c
= 1

16
. Thus the approximation factor of domatic

partition is 1/16. 2

3.5.2 Correctness of algorithm

Lemma 3.3 The setDi, for i = 1 : (δ + 1)/c, computed by algorithm-2 forms domi-
nating set ofG.

Proof: : Let us consider the dominating setDi for a particular value ofi. Since, the
distance between any two members withsame rank iof Di is greater than 1. Therefore,
the nodes with thesame rank icannot lie within radius 1, thus forming an independent
set. Since dominating setDi, r ∈ {1, 2, . . . , (δ +1)/c} contains one member from each
clique, i.e. dominator from all the cliques and uncovered nodes. Thus the set of nodes
with the same ranksi forms maximal independent set ofG. Besides, the nodes of same
ranksi, the dominating set also contains nodes with other ranks to adds the redundancy
and better coverage. Thus, the setDi, r ∈ {1, 2, . . . , (δ + 1)/c} is a dominating set.

2

Algorithm-2 partitions vertices ofG into disjoint dominating sets. Hence it yields do-
matic partition. After a domatic partition is identified algorithm-3 performs clustering.
The scheduling of dominating set for a maximum duration T, invites affiliation of mem-
ber nodes. Non-clusterhead nodes join any adjacent clusterhead. Thus algorithm-3
yields clustering around disjoint dominating sets.

Lemma 3.4 Let D = {D1, . . . , Dk} be a domatic partition ofV (G). For each node
v ∈ V (G), eitherv or its neighborN(v) is in dominating setDi for all i = 1, k. For
eachDi to be dominating set, the following boolean equation holdstrue:
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B1 =

|V (G)|
∧

j=1

[

k
∧

i=1

[(vj ∈ Di) ∨ (N(vj) ∩Di) 6= ∅]] (3.1)

Proof:

Consider an arbitrary graphG = (V, E) and a numberk ≤ |V |. For each partition
Di in D = {D1, . . . , Dk} to be dominating set, then for each nodev ∈ V (G), either
nodev or its adjacent node setN(v) is inDi for eachi = 1, k. Thus, for each1 ≤ i ≤ k,
apply dominating setD1, . . . , Dk to test for dominating V(G) by eachDi ∈ D. If it is
tested true then eitherv ∈ V (G) itself is ith-dominating setD or one of its neighbors
in Di. Thus, evaluation of boolean expression equation-3.1 holds true for D computed
in algorithm-2 to ensure setD as a set of dominating sets ofG.

2

Lemma 3.5 Let D = {D1, . . . , Dk} be a domatic partition ofV (G). For each node
v ∈ V (G), there exists at most one dominating setDw s.t v ∈ Dw, for which it is
dominator. ForD to be node disjoint collection of partition setsDi, the following
boolean equation holdstrue:

B2 =

|V (G)|
∧

j=1

∃w[w|(p ≥ 1) ∧ (w > p) ∧ (k ≥ q > w)]

[(vj ∈ Dw) ∧ (
w−1
∧

p=1

vj /∈ Dp) ∧ (
k
∧

q=w+1

vj /∈ Dq)] (3.2)

Proof: The other mandatory property for collection of dominating sets in domatic
partition is disjointness of dominating sets i.e all the vertices must be covered in
dominating set and each vertex must be member of one and only dominating set. Let
i, j, w be the index variable which can take values{1, . . . , k}. The formula is divided in
three clauses:i) there exists an indexw for which nodev ∈ V (G) is in dominating set
Dw ii) there must exist a lower index variablei← {1, . . . , w− 1} the nodev /∈ Di and
iii) there exists an index variablej ← {w + 1, . . . , k} for which nodev /∈ Dj. Similar
to lemma-3.5, for each vertexv ∈ V (G) and1 ≤ i, j ≤ k, i 6= j, apply the test case for
its being disjoint. Thus, evaluation of the boolean expression equation-3.2 holdstrue

ensures disjointness criteria. If it is true then setsD must be disjoint. Thus, for given
k it is validated to form a node disjoint set in domatic partition of size at leastk ≤ |V |. 2
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Theorem 3.6 For anyd, the setD = {D1, . . . , Dd} computed by algorithm-2 forms
domatic partition.

Proof: : Consider partitionD = {D1, D2, . . . , Dd} identified by algorithm-2. From
lemma-3.4, we verify that each partitionDi is dominating set ofG. From lemma-3.5,
we verify that the setD holds node disjointness property. On the basis of mandatory
properties: Collection of dominating sets and node disjointness, we can say that the
algorithm-2 computes domatic partition ofG. 2

3.5.3 Generalizations

The generalization of approach presented is considered in this section. Beyond UDG,
the approach also works for general graph models: UBG and Growth bounded graphs.
Furthermore, the approach for domatic partitioning can be extendible to connected do-
matic partitioning.

1. Generalization to UBG (Unit Ball Graph), Growth Bounded Graph: The UDG
model assumes that network resides in 2-dimensional Euclidean space. Our
approach extends in a straightforward manner to UBGs ind-dimensional Eu-
clidean space. Each clique has the diameter 1 and therefore each non-emptyd-
dimensional hypercube induces a clique inG [25]. In growth bounded graph the
maximum independent set is computed inO(log ∆. log∗ n) rounds in distributed
algorithm using messagesO(∆. log n) in [25]. Thus, the algorithm still works
but with the complexities of growth bounded graphs dominates.

2. Connected Domatic Partitioning:Extending the domatic partitioning scheme to
connected domatic partition is difficult than constructinga minimum connected
dominating set. The Domatic partition problem find as many disjoint dominating
sets of a graph as possible. In the connected version, an additional requirement
is that each dominating set induces a connected subgraph inG. Thus, problem
is NP-complete for maximum connected domatic partition problem. A simple
observation is that a small fraction of dominating sets out of domatic partition
may satisfy additional connectedness. The exact relationship of connected do-
matic partition and domatic partition is kept out of scope ofthis work. However,
we modify the design aspect to convert it for connected domatic partition. For
connected domatic partition we modify ranking of clique partition algorithm to
extent that ranking of independent nodes needs to include a forwarding node from
adjacent clique. Since the distance between two adjacent clique nodes can be at
most 1, thus more cliques resulting to a non-overlapping cliques packing having
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the radius ranging from1
4
-to-1

2
. We observe that the connected dominating size

is larger to the size of dominating set, so reducing the size of connected domatic
partition than domatic partition.

Lemma 3.7 The connected domatic partition is bounded by16
25

factor of domatic par-
tition.

Proof: : Consider that packing of1
2
-radius disk within distance-2 Unit disk. Then, the

ratio of packing density of clique is1
25

times approx. for connected domatic partition.
Hence, connected domatic partition is bounded16

25
of domatic partition. Note that to

obtain 1
25

approx. factor for connected domatic partition a careful ranking results to a
more substantial computing. 2

3.5.4 Distributed Complexity Analysis

In order to collect complete 1-neighborhood, each node broadcasts its status to all neigh-
bors; it thus requires 1-round of message exchange. The remaining steps in algorithm-
2 compute the output by locally simulating the computation in distributed algorithm
without any communication. Similarly, for clustering round in algorithm-3 also needs a
round. Thus the distributed algorithm need constant roundsO(1). The message size is
constantO(M) whereM is size representation of location information. However, for
k-domatic partition the complexity-(time and space) increases to collectk-hop neigh-
borhood information. Thus it isO(k)-rounds andO(Mk) message size fork-domatic
partition in [1]. The lower bound for the size of domatic partition set is at least of ap-
proximation factor1

16
to the optimal size. The proposed algorithm gives approximation

factor of 1
16

and approximation factor1
25

for connected domatic partition in UDG.

3.6 Simulation of Protocol Behavior

As mentioned earlier, the domatic partition is used for clustering based on dominating
set in sensor networks. Therefore, important factors that need to be considered for
evaluating our approach are as follows:

1. sizeof domatic partition,

2. energyoverhead in clusterhead rotation setup,

3. timeoverhead in clusterhead rotation setup and



52 CHAPTER 3. EFFICIENT CLUSTERHEAD ROTATION VIA DP

4. networklifetime.

We have conducted simulation to evaluate the performance ofour algorithm in the
above four areas.

First we compare the size of domatic partition computed by our self organizing
domatic partition algorithm with thek-domatic partition scheme reported in [1]. The
first objective is to demonstrate through simulation that the benefit of self organizing is
achieved without loosing quality of domatic partition. Later, we show that overheads
in achieving self organizing feature in domatic partition is amortized by considering a
long steady state application in clustering. Therefore, wenext examine the effect on the
network lifetime by clustering approach based on our self organizing domatic partition
and present results obtained by comparing to different clustering protocols [3, 2, 6].
Thus, our objective is to establish through simulations thenet gain in network lifetime
using clustering technique considering overheads in re-clustering setup (including self
organization and re-clustering).

For simulation experiments, we consider a sensor network ofnodesN = 100 de-
ployed in 100m × 100m region randomly. We assume that all the nodes start with
uniform energy. We adopted a linear energy model same as given in [3, 29] to compare
the lifetime performance with representative clustering algorithms. The simulation pa-
rameters are summarized in the figure-3.6 which are drawn from the experimental setup
given in [3, 29, 2, 6]. For simulations, we used Prowler/Matlab [42], event driven simu-
lator for sensor networks. After the domatic partitioning we schedule disjoint dominat-
ing sets using some scheduling technique. For clustering based on our self organizing
domatic partition, we assume some scheduling scheme in place to rotate clusterhead
based on dominating sets.

3.6.1 Performance analysis for domatic partition

We have gathered results to look at the basic issues related to quality of domatic partition
in terms of its size. Thus, the main issue considered in this section is: Whether we
achieve self organization without sacrificing quality of domatic partition.

We give the performance of self organizing domatic partition in this section. We
analyze the trend of clique partition and the quality of dominating set computed by our
approach. Next, we compare the size of domatic partition computed by our self orga-
nizing domatic partition with thek-domatic partition technique reported in literature
[1].

1. Trend of clique partitioning in domatic partition:We have used algorithm-1 to
show the trends of intermediate stage results in our approach. In the experiments,
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Parameters
EL 50nJ/bit radio electronics energy
Eagg 5nJ/bit energy dissipation for aggregation
Bw 1Mbps bandwidth
ǫfriss 10pJ/bit/m2 radio energy (Friss att. model)
ǫ2−ray 0.0013pJ/bit/m4 radio energy (two-ray att. model)
Ebattery 2J initial battery
N 100 number of nodes
M ×M 100m× 100m target area
BS (110, 110) coordinates for base station
l 1000bit data messages size
lcontrol 200bit control message size
NTDMA 5frames/round number of frames in TDMA round
R 10 Radio transmission range

Figure 3.4: Simulation parameters
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Figure 3.5: Clique partitioning in algorithm-1

we fixed the target area and increased the number of nodes to analyze the clique
partitions. Figure-3.5 shows the trend of mean size clique partitions. We observe
that average size of clique partition is increases linearlywith the number of nodes
in network. The linear trend in average size of clique partition shows that self
organizing algorithm is able to partition the network properly.

2. Trend of dominating set in domatic partitionQuality of dominating sets obtained
in domatic partition is of special interest to clustering protocol. Here, we obtain
the results through algorithm-2 to look into the trend of thesize of dominating
set computed by our domatic partition algorithm. We measurethe mean size of
dominating set for different network sizes. The trends in figure-3.6 show that the
dominating set size is slowly increasing with the size of thenetwork, on a fixed
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Figure 3.6: Quality of dominating set in algorithm-2

target area. The smaller the size of dominating sets, the larger the domatic set
yields. Thus, we observe a constant approximation to the size of dominating set
on varying network size to large size. The dominating set covers the entire target
area, thus disjoint dominating sets are coverage preserving.

3. Performance comparison of domatic partition sizeWe analyze the performance of
our self organizing domatic partition algorithm in terms ofmean size of domatic
partition identified by our algorithm. For the performance comparison, we used
k-domatic partition algorithm(k ≥ 2) reported in [1]. In order to compare the
effect of our self organizing, we adjust our approach fork = 2 wherek-domatic
partition means disjointk-hop dominating sets. For,2-domatic partitioning, we
consider 1-hop clustering to be clique partition fork = 2, thus it simplifies our al-
gorithm to consider for self organizing2-domatic partition. Figure-3.6, shows the
performance comparison of our self organizing approach with the clique partition
using manually placed grid on the region. Inspite of self organizing characteris-
tics, our self organizing domatic partition could achieve asimilar performance in
terms of sizes of domatic partition. Thus, we observe that self organizing char-
acteristics is not sacrificing to the size of domatic partition. In figure-3.6, we
compare the quality of domatic partitioning with algorithmof [1]. The metric
of comparison is partition size, we observed that our approach yields the size
of domatic set similar compared to [1]. In spite of its being aself organizing
protocol, compared to fixed grid topology for clique partitioning of schemes [1].
Thus, our proposed algorithm is distributed and self organizing which discovers
their neighbors based on radio communication, has achievedsimilar approxima-
tion factor compared to scheme [1], our algorithm has not sacrificed quality of
domatic partition. In figure-3.5 we observe that our approach also gives similar
results compared to scheme in [1]. We also state that out of the domatic partition
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Figure 3.7: Comparison of domatic partition size

some of the dominating sets have connectedness property. The exact relationship
between domatic and connected domatic is an open area of research. So we re-
sort to our simulation results for its comparison. In figure-3.5 we observe that for
large network sizes, the fraction of connected domatic partitions is small.

3.6.2 Comparison oftimeoverhead in clusterhead rotation setup

The temporary unavailability of network services during the setup phase (i.e clustering
and re-clustering) is also an important factor for measuring time overhead of the setup
phase while comparing the clustering protocols. In order toaccount the time overhead
involved for setting up clusters and re-clustering for its rotation, we define the term
network unavailabilityas the time period when the network is busy in setup phase and
remain unavailable temporarily to the services. For the time overhead in setup, we as-
sume nodes communicate the control messages in clustering setup and remain unavail-
able for duration lcontrol

bandwidth
seconds. A comparison of time overheads in rotation setup

of our domatic partition based clustering approach with different clustering protocols
[3, 2, 6] is given in figure-3.9.

We observe that domatic partition based clustering is quickin rotation of cluster-
heads because the re-clustering involves only a local operation in switching up of clus-
terhead role to the new nodes becoming clusterheads. On the other hand the cluster-
ing protocols [3, 2, 6] require several iterations for identifying new set of clusterheads
globally, for example, LEACH [3] involves single iterationfor re-clustering compared
to HEED [2] (and MCCP[6]) which needs several iterations (upto 12) for re-clustering
setup. Thus, for time critical applications, our domatic partition based clustering re-
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Figure 3.10: Comparison of rotation energy dissipation

duces the non-availability time overhead by about86% as compared to the HEED[2]
protocol. As compared to LEACH [3] our domatic partition based approach improves
only marginally in time overhead.

3.6.3 Comparison ofenergyoverhead in clusterhead rotation setup

The clusterhead rotation involves setup for re-configuration (also known as re-
clustering) to consider the energy overheads involved to identify new set of clusterhead
nodes in re-clustering. Besides the re-configuration setup, the periodicity of cluster-
head rotation is an another important issue which adds to energy overheads, which
is discussed in detail later in section-3.6.4 but used in oursimulations. We compare
the energy overhead of our domatic partition based clustering technique with those of
LEACH, HEED and MCCP. Our domatic partition approach only needs to communi-
cate control messages. Other clustering protocols need to identify a new set of clus-
terheads by invoking some leader election process. We assume that for re-clustering,
node spends energyEL in cluster setup by communicating control messageslcontrol to
its neighbors. The number of setup-iterations to reconfigure the clusters varies differ-
ently in clustering protocols. In HEED [2], the iterations varies up to maximum of12.
For LEACH [3, 29] it is of single iteration. A non-overlapping cluster partitioning of
network is assumed for experiments. The simulation resultsof energy overhead for
clusterhead rotation is given in figure-3.10.

From comparison of energy overheads in clusterhead rotation given in figure-3.10,
we observe that our domatic partition based clustering approach overcomes the energy
overhead in clusterhead rotation by about86% as compared to HEED [2].As compared
to LEACH [3] our domatic partition based approach improves only marginally for re-
ducing energy overhead.
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3.6.4 Correctednetwork lifetime

The aim of lifetime comparison is put up in the form of following question: Whether
amortizing all the overheads in re-organization and self organization setup over the
steady state phase results in an improved network lifetime achievable by our algorithm
compared to other clustering protocols. The energy consumed by sensor nodes com-
prises of three components:

1. Energy initially spent in self organization,

2. Energy spent in steady state operation and

3. Energy spent in periodic re-organization.

The network operates in rounds. In each roundNTDMA frames are processed by each
node. The notion of network lifetime is the number of simulation rounds completed
until certain number of nodes die out due to energy exhaustion. Clusterhead rotation is
performed after around 20sec of normal operations of roundswhich is computed based
on initial energy of node0.08

Ebattery

0.009
[3]. We assume a simple energy model which

depletes its energy linearly used in [3, 29, 2] and all the nodes have uniform energy
2J at the start. The normal mode of operation continues until a node dies. After the
node starts dying, re-clustering is done and normal mode of operation continues. We do
not ensure the network connectivity as the nodes die out in simulation to compare the
network lifetime of our technique with which we have compared our results. We assume
that a node during its lifetime plays a role of either the clusterhead or non-clusterhead.
The nodes in clusterhead role spend energyEL to receive all the data signalsldata from
the non-clusterhead nodes, spend energyEagg to aggregate the signals and spend energy
to communicate the aggregate data to the base stationd2

multihop−to−BS or d4
CH−to−BS

using pathloss propagation (Frissǫfriss or two-rayǫ2−ray). Whereas the non-clusterhead
node spends energyEL to send the sensed data signalldata to the clusterhead. This
accounts for energy usage of clusterhead and non-clusterhead nodes in handling a single
frame processing. The total energy drained from each node depends on number of
rounds completed in a clusterhead role and the rounds completed as non-clusterhead.
Thus, a node becomes clusterhead more than once during its lifetime.

While evaluating network lifetime we consider two aspects:i) the total number of
rounds completed (in simulation) until certain number of nodes dies of their complete
energy exhaustion andii) the total number of messages communicated to the base sta-
tion until certain number of node dies. They are called corrected temporal lifetime
(described in section-3.6.4) and corrected capacity lifetime (described in section-3.6.4)
respectively.



3.6. SIMULATION OF PROTOCOL BEHAVIOR 59

400 600 800 1000 1200 1400 1600
10

20

30

40

50

60

70

80

90

100

Corrected temporal lifetime(rounds)

N
um

be
r 

of
 n

od
es

 a
liv

e

HEED
LEACH
MCCP
Domatic−based

Figure 3.11: Performance comparison withcorrectedtemporal lifetime

Corrected temporallifetime

The corrected temporal lifetime refers to the number of communication rounds executed
until certain number of node dies of its complete energy exhaustion together with an
additional energy overhead in rotation of clusterheads at the end of each round.

We conducted a simulation experiments for comparing the corrected temporal life-
time using method described in section-3.6.4 and the results are shown in figure-3.11.
We compared thecorrectedtemporal lifetime of our domatic partition based cluster-
ing with the following clustering protocols: MCCP[6], HEED[2] and LEACH[3]. We
observe that clustering based on domatic partition improves temporal lifetime com-
pared to all these clustering schemes. The main reason of improving over these clus-
tering scheme is due to identifying clusterhead based on optimized dominating set and
non-clusterhead adapting to join to the nearest clusterhead to minimize intra cluster
communications. Similarly, since multi-hop communication is used for inter cluster
communication to base station, therefore minimum-hop pathwith in-network aggrega-
tion optimizes the inter cluster communication. Most importantly, our domatic partition
spend very less energy in clusterhead rotation as compared to clustering schemes which
gives the last mile energy gains to improve corrected temporal lifetime of network.

Corrected capacitylifetime

The corrected capacity lifetime refers to the total number of data messages received at
the base station until a certain number of node dies of its complete energy exhaustion
together with an additional energy overhead in rotation of clusterheads at the end of
each round.

We conducted a simulation experiments for comparing the corrected capacity life-
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Figure 3.12: Comparison of corrected capacity lifetime

time using method described in 3.6.4 and the results are shown in figure-3.12. We as-
sume a spanning tree rooted at base station to enable a successful inter cluster commu-
nication in our simulation. We comparedcorrectedcapacity lifetime of our technique
with the following clustering protocols: MCCP[6], HEED[2]and LEACH[3]. We ob-
serve that our technique improves the capacity lifetime compared to these schemes.

3.7 Summary

In this chapter we have developed a new self organizing domatic partition algorithm
for sensor networks. When this scheme is used as clustering protocol for sensor net-
works, it gives time and energy efficiency in clusterhead rotation for maximum lifetime
problem. We have implemented the distributed algorithm forself organizing domatic
partition and established its correctness for sensor networks. The approximation factor
of our domatic partition is atleast 1/16 of the domatic number. The simulation results
demonstrate the efficiency of clusterhead rotation measured in terms of energy and time
overheads reduction and improving the lifetime of sensor networks. We demonstrated
that our self organizing domatic partition has achieved theadvantage of prolonging net-
work lifetime even accounting for the overheads and withoutsacrificing the quality.
This work represents a new approach of efficient clusterheadrotation scheme using self
organizing domatic partition for sensor networks which maybe applicable for other
applications.



Chapter 4

Rotation of CDS via Connected
Domatic Partition

Wireless ad hoc and sensor networks (WSN) often require connected
dominating set (CDS) as the underlying virtual backbone forefficient
routing. Nodes in CDS have extra computation and communication load
for their role as dominator, subjecting them to an early exhaustion of
their battery. A simple mechanism to address this problem isto switch
from one CDS to another fresh CDS, rotating the active CDS through a
disjoint set of CDSes. This gives rise to the connected domatic partition
(CDP) problem which essentially involves partitioning thenodesV (G)

of a graphG into node disjoint CDSes. We have developed a distributed
algorithm for constructing the CDP using our maximal independent set
(MIS) based proximity heuristics which depends only on connectivity in-
formation and does not rely on geographic or geometric information. We
show that the size of a CDP that is identified by our algorithm is at least
⌊

δ+1
β(c+1)

⌋

− f , whereδ is the minimum node degree ofG, β ≤ 2 and

c ≤ 11 is a constant for a UDG, the expected value off is ǫδ|V | where
ǫ ≪ 1 is a positive constant andδ ≥ 48. Results of varied testing of
our algorithm are positive even for a network of large numberof sensor
nodes. Our scheme also performs better than other related techniques,
such as the ID based scheme.
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4.1 Introduction

A wireless sensor network is an ad hoc network which has no fixed infrastructure.
Nodes in a wireless sensor network are battery powered and communicate either
through single or multiple hops. These networks are quick todeploy in inaccessible
geographic regions. Generally, a large number of sensor nodes are dispersed in the area
targeted for monitoring [45]. One possible way of deployment could be that sensor
nodes are dropped from an unmanned aircraft forming a deeplydense ad hoc network
with much more redundancy over the optimal number of sensor nodes required for area
coverage. The problem with wireless sensor network nodes isthat they are operated by
batteries which generally cannot be replenished, thus limiting their lifetime. Protocol
design to extend the battery lifetime and optimize power consumption is, therefore an
important objective. In ad hoc networks, a virtual backbone[46, 47] can be formed by
constructing connected dominating set (CDS) for efficient routing. In general, a CDS
of a graphG = (V, E) is a dominating setV

′ ⊆ V such that each node inV − V
′

is
adjacent to some dominator node inV

′

and the subgraph induced by dominating setV
′

is connected.

The nodes in a CDS have an extra load of computation and communication, thereby
depleting their energy resources faster than other nodes ofnetwork. That is why it
becomes desirable to switch to a fresh CDS from time to time. It has been shown
that battery performance can be greatly improved by using pulsed discharge instead of
constant discharge [48, 27]. A simple mechanism to combine load balancing and rest
times for lifetime extension would be to schedule the CDS rotation periodically. Besides
load balancing, the rotation of CDS breaks the continuous operation of high battery
discharge by introducing a rest time to allow recharge recovery effect in electrochemical
batteries in extending the battery lifetime. This is a motivation in identifying a high
cardinality node disjoint CDS partitioning of sensor networks for energy conservation.
This kind of problem has been treated in graph theory as the connected domatic partition
(CDP) problem. In line with that, we define the connected domatic partition (CDP) of
a graphG = (V, E) as a partition of the vertex setV , into node disjoint connected
dominating sets (CDS). The problem of finding connected domatic partition (CDP) of
sizeCDP(G)≥2 is NP-complete [33]. Therefore, we shall restrict ourselves to finding
an approximate solution to the CDP problem.

A related problem is the domatic partition problem in which disjoint dominating
sets of a graph are identified which are used in sensor networks to schedule dominat-
ing set for achieving energy conservation in data gatheringapplication [1]. A seminal
work of Feige [7] on approximation guarantees for domatic partition algorithm has mo-
tivated research in this area leading to work on the domatic partition problem reported
in [1, 8, 49]. However none of them consider algorithmic aspects of CDP. One method
to identify CDP could be to extend domatic partition to CDP. Alternatively, one could
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consider extending CDS to CDP. We analyze these approaches to identify properties re-
quired for constructing a distributed CDP algorithm. Some domatic partition schemes
are based on clique partitioning of the underlying graph [1,7, 25] using global coordi-
nates. Energy constraints in sensor networks limit the use of global positioning system
(GPS) in the nodes, therefore protocols relying only on connectivity information are
more useful. Computing clique partition using only connectivity information is diffi-
cult [1] in a distributed framework. As an alternative to clique partition, the domatic
partition approach in [1] has defined uniform partition withbounded density property
for computingk-domatic partition (k ≥2), wherek is the length of shortest path mea-
sured by counting the number of edges in the path inG. The approach in [1] has not
considered 1-domatic partition (or domatic partition), which is desired for solving CDP
problem. The problem of extending domatic partition to CDP is not considered in any
of the schemes in [1, 7, 8, 49]. None of the reported works on CDS construction have
tried to address the CDP problem. A naive approach would be invoking CDS algorithm
multiple times to identify disjoint CDS in a graph. But this approach would loose out
on the objective of partitioning graph into a large disjointCDS, as the main objective of
CDS is to identify minimum size CDS. Besides this, the other points against multiple
invocation of CDS algorithm is a higher latency to form disjoint CDS which may not
be desired for applications.

The acceptability of a CDP construction technique depends much on its construc-
tion efficiency. The efficiency of a CDP algorithm is based on collecting network wide
information which can be further used in construction of theCDP with reduced commu-
nication. The overhead of CDP construction should be much less than invoking the best
known CDS algorithm multiple times. The message complexityof CDP is an important
performance metric to ascertain the construction efficiency. Latency of identifying dis-
joint CDS should be reduced using the CDP method as compared of invoking the CDS
algorithm multiple times. The time complexity of CDP algorithm gives a measure to
judge the effectiveness of CDP method compared to multiple invocation of CDS.

We have addressed here the development of a distributed algorithm for the con-
nected domatic partition (CDP) problem for unit disk graphs(UDG) without relying on
geometric or geographic information thereby using connectivity information only. To
our knowledge, no such dedicated scheme for CDP is reported in literature.

The rest of the chapter is organized as follows: section 4.2 is devoted to the back-
ground from graph theory and related work. Section 4.3 defines the problem for study
and the contributions of this work. In section 4.4 we describe our preliminary schemes
and results. Our algorithm for connected domatic partitionis presented in 4.5. Section
4.6 contains as analysis of our algorithm. Experimental results are given in section 4.7.
The chapter is concluded in section 4.8.
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4.2 Background and related work

In this section we mainly define terms to be used later. A common model for modeling
communication between sensor nodes is theconnectivity model, where a nodeu is able
to determine that a nodev is adjacent to it only ifv is within the transmission radius of
u. Nodeu cannot determine its exact distance fromv. This is the model we are going
to use.

A dominating setin a graphG = (V, E) is a subsetS of the vertex setV such that
every vertex inV −S is adjacent to a vertex inS. A minimal dominating set of a graph
is a dominating set which ceases to be a dominating set if any vertex is removed from
it. A minimum dominating setis a dominating set having minimum cardinality.

Thedomatic numberof a graphG, denoted bydN(G) here, is the maximum number
k such thatV can be partitioned into at mostk dominating sets. Thedomatic number
problemis to decide for a graphG and a constantk whetherdN(G) ≥ k. Thedomatic
partition problemis to partition the vertices ofG into dN(G) disjoint dominating sets.
In general, domatic partition problem is NP-hard [8], whereas domatic number problem
is NP-complete fordN(G)≥3. It is known that domatic partition problem is bounded
upper by minimum node degree of a graph plus one for general graphs. Graphs, for
which domatic number is equal to minimum node degreeδ of a graph plus one, i.e.
dN(G) = δ + 1 are calleddomatically full. For example strongly chordal (SC) graphs
[8], interval graphs, complete graphs, complement of a complete graph, trees and max-
imal outer planar graphs are domatically full.

A CDS of a graph induces a spanning tree of that graph where thenodes of the
CDS are exactly the internal nodes of the spanning tree. Among all connected domi-
nating sets of a graph, the one with minimum cardinality is called minimum connected
dominating set(MCDS) [31]. Computing an MCDS in a unit disk graph is NP-hard
[50].

A connected domatic partition(CDP) of a graphG, is a partition of the vertex set
V , into disjoint dominating sets such that the subgraph induced by each dominating set
is a connected subgraph ofG. If a graphG has connectivityκ, then|CDP(G)| ≤ κ

[32, 33], giving us an upper bound on the size of the CDP of a graph. A graphG has
the connected domatic fullnessproperty if the size of its CDP is equal toκ, whereκ

is the connectivity ofG [32, 33]. TheneighbourhoodN(v) of a vertexv is the set of
verticesu (u ∈ V (G)) such thatu is adjacent tov. In a given graphG, two vertices are
independentif they are not adjacent. For a vertexv, theindependent neighboursof v is
P ⊆ N(v), such that ifv1, v2 ∈ P , thenv1 andv2 are independent.

Thedistance-2 neighbourhoodof v is denoted asN2(v) = {u : 0 < dist(u, v) ≤ 2}
wheredist(u, v) denotes the length of shortestuv-path in G measured by counting
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number of edges in the path. For a vertexv, thedistance-2 independent neighboursof
v is P2 ⊆ {N2(v) − N(v)}, such that ifv1, v2 ∈ P2, thenv1 andv2 are independent.
An independent setI ⊆ V (G) is amaximal independent set(MIS) I of G if each node
v ∈ (V (G) − I) is adjacent to a nodeu ∈ I. An MIS is also called anindependent
dominating set. A graphG = (V, E) is aunit disk graph(UDG) if there existsΦ : V 7→
R

2 satisfying(vi, vj) ∈ E if and only if ‖ Φ(vi) − Φ(vj) ‖2≤ 1, whereΦ is called a
realization ofG [24]. The UDG has the following properties [51]:

1. For a vertexv, the size of an MIS induced onN(v) is at most5.

2. A UDG G with maximum node degree∆, contains a clique of size at least
⌈∆/6⌉+ 1.

Identification of an MIS and a domatic partition in UDGs are NP-Hard problems
[24]. By corollary, identification of a CDP in UDGs is also a NP-Hard problem. There-
fore, approximation algorithms for domatic partition is ofgreat interest. The best known
ǫ-approximation scheme for domatic partition has been reported in [7] for ǫ = 1

O(lg ∆)
,

where∆ is the maximum degree of a node inG. Later Moscibroda et al reported a
randomised algorithm for the domatic partition (DP) [8] problem which ensures that
the size of DP obtained by their algorithm is within a factor of O(log n) of the size of
maximum size of the DP, with high probability.

Pemmaraju and Pirwani in [1] reportedk-domatic partition algorithms for several
communication models in ad hoc networks. We summarize theirtechnique for comput-
ing k-domatic partition (fork ≥ 2) in the connectivity model. Thek-domatic partition
of G is a partitionD = {D1, D2, . . . , Dp} of V (G) such that each elementDi of D

is a k-dominating set. Thek-dominating set ofG is a subsetDi ⊆ V (G) such that
eachv ∈ V (G) is either inDi or has ak-neighbour inDi. Thek-neighbourhood of
v is Nk(v) = {u : 0 < dist(u, v) ≤ k} wheredist(u, v) denote the length of short-
estuv-path in G measured by counting number of edges in path. For computing the
k-domatic partition (k ≥ 2) the scheme in [1] computes the bounded size partitions of
the underlying graph using MIS and employs ID aware optimization. For an integer
qi, each partition assigns colorsr = {1, . . . , qi} to each of its member ofDi according
to ID based ranking. For a particular color inr, the nodes from each partition forms a
k-dominating set and the collection of disjointk-dominating set isk-domatic partition.

A standard mechanism to compute a CDP, is to compute the clique partition first and
then from the clique partition obtain a CDP. By clique partition, we mean partitioning
of V (G) so that for each partition any pair of nodes is at most at a distance1 (i.e
max transmission radius). Using only connectivity information it is difficult to get a
clique partition directly [1]. The alternative is to use theexistingk-domatic partition
scheme reported in [1]. But the existingk-domatic partition scheme has the following
drawbacks:
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1. Thek-domatic partition (fork ≥ 2) scheme in [1] is unable to find 1-domatic
partition (k = 1) for some graph models. Therefore, the problem of domatic
partitioning using connectivity information is still open.

2. The clique partitioning using connectivity informationis difficult to compute as
stated in [1].

3. The ID based optimization usedk-domatic partitioning (fork ≥ 2) scheme in [1]
may result to a poor quality due to lack of distance information.

Thus, extending the existing schemes for domatic partitionto CDP is non-trivial as
the existingk-domatic partition schemes (fork ≥ 2) [1] do not handle the 1-domatic
partition problem. In other words, a 1-domatic partition for k = 1, using only connec-
tivity information (or domatic partition) is not computed by the scheme in [1], which is
of our interest in this work.

4.3 Formulation of the problem and contributions

We assume an instance of ad hoc network withn nodes settled in ground and use its
mounted omni-directional antenna to communicate in a region of maximum radiusR.
The footprint of the ad hoc sensor network becomes a unit diskgraphG = (V, E),
where each vertex corresponds to a sensor node and a pair of nodes is connected by an
edge if their distance is at mostR. A single CDS can operate only for a limited time
draining the energy of the CDS nodes earlier than rest of nodes in G which are not in
the CDS. Hence, this leads to the maximum CDS lifetime problem which deals with
the partitioning ofG into maximum number of disjoint CDSes to enable the network
to rotate the CDS roles of the nodes by switching from one CDS to another from time
to time preventing any single CDS from early exhaustion of its energy. This results in
maximizing the CDS lifetime and also the network lifetime.

In the rest of this section, first we give the formal definitionof the problem statement
and then we summarize the contributions of this chapter.

4.3.1 Problem statement

We now formally define the maximum connected domatic partition problem. For a
graphG = (V, E), find a partitionP = {P1, P2, . . . , Pt} of V (G) of maximum size
such that each elementPi ∈ P in the partitionP is a connected dominating set (CDS)
of G. It may be noted that a CDSPi of G is a subsetPi ⊆ V (G) such that each node
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v ∈ V (G) is either inPi or has a neighbour inPi and the subgraph induced byPi

is a connected subgraph ofG. The problem of finding maximum connected domatic
partition is NP-complete, therefore developing a distributed algorithm for connected
domatic partition which approximates to maximum size connected domatic partition is
the main objective of this work.

4.3.2 Contributions

The contribution of this work is summarized as follows:

1. A newproximityheuristics based on identifying the maximal independent set in a
unit disk is used to estimate node proximity using only connectivity information
without relying on geometric or geographical information.The proximity heuris-
tic has been used for noderankingfor CDP identification in our CDP algorithm.

2. Another contribution of this work is a newproximity aware clusterpartitioning.
Using an initial CDS, the proximity aware cluster partitioning identifies clusters
of a minimum size by affiliating nodes based on their proximity values.

3. The most interesting contribution of this chapter is a newdistributed construction
algorithm for the maximum connected domatic partition which identifies con-
nected domatic partitions ofG. We show that the size of a CDP identified is at

least
⌊

δ+1
β(c+1)

⌋

− f , whereδ is the minimum node degree ofG, β ≤ 2 andc ≤ 11

is a constant for a UDG, the expected value off is ǫδ|V |whereǫ≪ 1 is a positive
constant andδ ≥ 48.

Our algorithm has time complexity ofO(nδ) , message complexity ofO(nδ2)

messages andO(δ) rounds, whereδ is minimum node degree ofG.

4. Finally, the distributed CDS switching operation in CDP is shown to be alocal
operation, often involving a single message exchange (at most distance-2) from
each node in the current CDS to communicate to the corresponding nodes in the
new CDS directly.

Using our CDP algorithm we have shown that network life can beprolonged by way
of i) switching between CDS roles among all nodes by CDS rotation through CDP and
ii) taking advantage of battery recharge recovery effect by introducing rest times during
CDS rotation.
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Figure 4.1: Maximum number of distance-2 independent neighbours of any node in
UDG

4.4 Preliminary schemes and results

In this section we describe our basic techniques and presentlemmas for use in subse-
quent sections.

4.4.1 Maximum size of an independent set in the halo of a node

The maximum size of independent set (IS) inN2(v)−N(v) for any nodev, is a constant
c in G. The constantc is used in our CDP algorithm, which is given in the following
lemma-4.1.

Lemma 4.1 For any nodev in a UDG, the size of an independent set inN2(v)− N(v)

is a constantc ≤ 11, which is the distance-2 neighbours of a vertexv excluding its
distance-one neighbours.

Proof: Consider a vertexv of a UDGG. The distance-2 independent neighboursV
′

of vertexv are in the band between{unit disk (v, 2) and unit disk(v, 1)}, where unit
disk (v, 2) is a disk centered atv of radius2 and unit disk(v, 1) is a disk centered at
v of radius1. Consider any IS ofN2(v) − N(v). Since the vertices are independent,
the distance-2 independent neighboursvi, vj form a packing of unit disk(v, 1/2) in
the region lying between unit disk(v, 2) and unit disk(v, 1) centered aroundv shown
as in figure-4.1. Thus maximum packing density by unit disk(v, 1/2) is given as:
c2 = π(2)2

π(1/2)2
= 16 in N2(v). Any nodev can have at most5 independent neighbours

in N(v) [13, 31]. Therefore, for the regionN2(v) − N(v), the number of distance-2
independent neighbours of any vertexv is at mostc = c2 − 5 = 16 − 5 = 11. Thus,
c ≤ 11 for UDGs. 2
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4.4.2 Maximal Independent Set (MIS) based Proximity Heuristics

Generally, nodes in a sensor network do not have access to either geographical or geo-
metric information for estimating actual distances. Usingonly connectivity information
nodes have to estimate their relative proximity. We give a simple mechanism based on
the notion of maximal independent sets (MIS) to compute the relative proximity of each
nodevi in N(v) to nodev, whereN(v) is the set of adjacent nodes ofv in G called as
the open neighbourhood ofv. Consider a nodevi in N(v).The nodevi computes the
intersection of its open neighbourhoodN(vi) with N(v). For 1 ≤ i ≤ |N(v)|, each
vi ∈ N(v) computesproximity(v, vi)=|MIS(N(vi) ∩ N(v))|. From the property of
UDGs, we know that size of the MIS induced on neighbourhoodN(v) of any vertexv is
a constant5 [51]. Therefore, set of independent neighbours in{N(v) ∩ N(vi)} approx-
imates area of overlapping of unit disk centered atvi to Vi as shown in figures-4.2(a)
and 4.2(b).

Algorithm 4 Proximity ranking
Input: ClusterVu with clusterheadu.
Output: Ranking of nodes inN(u) based on relative proximity

1: Let Vu be the cluster dominated by nodeu.
2: Let N(v) be the neighbourhood of cluster memberv ∈ Vu.
3: Nodeu sends out messagem1 with the information ofVu to its neighbours.
4: Nodev on receivingVu throughm1 computes the intersection setSv = MIS(Vu ∩

N(v)). Note that MIS of intersection approximates the area of overlapping.
5: Nodev sendsSv thoughm2 to dominatoru.
6: Nodeu on receivingm2 from all its members computes its relative proximity as

proximity = |Sv| (∀v ∈ Vu).
7: Nodeu ranks each nodev in Vu based on non-increasing ordering using proximity
|Sv|. In case of ties, node IDs are used to resolve for total ordering.

(a) Bigger corona for
the close neighbours

(b) Smaller corona for
distant neighbours

Figure 4.2: Overlapping of unit disk areas of neighbours in UDG
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4.4.3 Computing proximity based ranking

A number of good cluster partitioning schemes have been reported in the literature
[52]. However, the problem CDP has remained an open problem.We assume that
some clustering technique [52] is used to decompose the network into clusters of cluster
partitioning. We now formulate a node ranking scheme among the nodes in the clusters
of a cluster partition ofG to facilitate the CDP construction. This ranking scheme works
using the MIS based proximity heuristics discussed in section-(4.4.2) which uses only
connectivity information and does not rely on geographic orgeometric information. In
this section we present a simple mechanism to obtain the proximity ranking of cluster
members. LetVi be a cluster in the cluster partition and let its dominator nodevi ∈ I =

(MIS(G)) dominate all the vertices inVi.

A vertexui ∈ Vi computes its MIS inVi ∩N(ui). The, set of maximal independent
neighbours inVi ∩N(ui) approximates area of overlap of the unit disk centered atvi to
that centered atui, as shown in figure-4.2. The quantity|MIS((Vi ∩ N(ui)))|, clearly
approximates relative proximity of nodeui ∈ Vi with respect to dominatorvi of Vi.
The nodeui broadcasts its proximity value to its dominatorvi. The dominatorvi after
receiving the proximity values of all nodes inVi, computes the proximity ranking. In
case of ties, nodes can use node IDs to resolve for total ordering. The algorithm for
proximity ranking is now given.

4.4.4 Proximity aware cluster partitioning

Assume that we have a CDSS = {I ∪ C} of G, whereI is the set of dominators and
C is the set of connectors, which can be formed using some CDS algorithm in O(n)

time andO(n∆) messages [14]. We now give a simple mechanism to compute the
cluster partitioningP of G such that the size of each cluster has a constant lower bound
of
⌊

δ
c+1

⌋

.

Step-1 A vertexv ∈ V − {I, C} is affiliated with a cluster dominated byu of I,
if v is dominated only byu.

Step-2 If a vertexv is adjacent to multiple vertices ofI, thenv is affiliated to that
u ∈ I whose cluster size is currently less than

⌊

δ
c+1

⌋

, if such au ∈ I exists.

Step-3 Otherwise,v is affiliated to the closest vertexu ∈ I, as determined by the
proximity heuristic.

Lemma 4.2 The size of any cluster obtained by algorithm-5 is at least
⌊

δ
(c+1)

⌋

, where

δ is minimum vertex degree of graphG andc is a constantc ≤ 11.
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Proof: The bound onc (c ≤ 11) comes from lemma-4.1. Follows from the given
construction procedure of the cluster partitions. In particular, steps for rule-2 and rule-3

of algorithm-5 ensure that lower bound of
⌊

δ
(c+1)

⌋

is always met. 2

Algorithm 5 Proximity aware cluster partitioning

Input: CDSS = {I ∪ C} of G and lower bound size=
⌊

δ
c+1

⌋

Output: P = {V1, . . . , V|I|} as the partition ofV (G)

1: Let eachu ∈ I send messagem1

2: Nodesv ∈ {V (G) − I} receivem1 from u and recordu in Wv. (* Thus Wv =

{I ∩ N(v)} is the set of neighbouring dominators. *)
3: Nodev sends messagem2 containingWv to u ∈Wv.
4: Nodeu ∈ I receivesm2 from neighbouring nodev.
5: Initialize Vu =⊥.
6: for all u ∈ I do
7: Rule-1:Include in clusterVu nodes covered only byu.
8: for all ({v ∈ N(u)}) ∧ (|Wv| = 1) do
9: Vu = Vu ∪ {v}

10: end for
Rule-2: Includev in clusterVu if closest tou and |Vu| <

⌊

δ
c+1

⌋

11: for all ({v ∈ N(u)}) ∧ (|Wv| > 1) ∧ (|Vu| <
⌊

δ
c+1

⌋

) do
12: if u is the closest dominator ofv then
13: Vu = Vu ∪ {v}
14: end if
15: end for

Rule-3: Includev in clusterVu if |Vu| <
⌊

δ
c+1

⌋

16: for all ({v ∈ N(u)}) ∧ (|Wv| > 1) ∧ (|Vu| <
⌊

δ
c+1

⌋

) do
17: Vu = Vu ∪ {v}
18: end for

Rule-4: Includev in clusterVu arbitrarily to some of its dominator if|Vu| ≥
⌊

δ
c+1

⌋

19: for all ({v ∈ N(u)}) ∧ (|Wv| > 1) ∧ (|Vu| ≥
⌊

δ
c+1

⌋

) do
20: Vu = Vu ∪ {v}
21: end for
22: end for

4.5 Algorithm for Connected Domatic Partition

In this section we describe our distributed construction algorithm to find a large size
CDP of a graphG. Let each sensor node have a unique ID. Assume that each node is
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aware of its distance-1 neighbours. This can be done inO(∆) time. We also assume a
fixed node as the leader node. For example a base station can beleader node in sensor
networks or leader can be found using some leader election algorithm inO(n) time with
O(n log n) messages [53].

Our scheme is based on proximity aware cluster partitioning, MIS based proximity
heuristic and iterative matching to obtain the CDP. Now, we give a big picture of our
approach to compute a large size CDP.

Steps in algorithm for CDP

Step 1 Decompose the network in cluster partitions. (using algorithm-5 given in
section-4.4.4)

Step 2 Compute the proximity ranking of the cluster nodes using proximity
heuristic. (using algorithm-4 given in section-4.4.3)

Step 3 Compute the CDP by growing disjoint CDS trees by iteratively match-
ing cluster nodes in cluster partition to identify node disjoint CDS. (using
algorithm-6 given in the following section-4.5.1)

4.5.1 Growing node disjoint CDS tree by iteratively matching
nodes rank wise

After identifying the starting CDS and performing cluster partitioning we have a par-
tition of the vertices ofG into clusters. Each cluster contains a dominator node of the
starting CDS. The cluster that contains the base station is called the leader cluster. We
first pick the lowest ranked (with proximity measure) available node in the leader cluster
and find matching available nodes for it in all adjacent clusters, which are picked so that
it has the lowest rank among all available nodes in the concerned cluster. In this pro-
cess, the node picked from the leader cluster is to begin withassigned a level ofl = 1.
All the matching nodes that were picked from the adjacent clusters are assigned a level
of l + 2. Note that seed node in the leader cluster cannot communicate directly with
matching nodes as they are distance-2 neighbours. It is, therefore, necessary to have
forwarding nodes through which the seed node in the leader cluster can communicate
to the matching nodes in the adjacent clusters. A minimal setof such communicating
nodes are identified and these are assigned a level ofl + 1. Through this process a
new CDSS ′ is formed in stages, starting from the seed node in the leadercluster and
expanding outwards. The matching nodes in the clusters forman MISI ′ of the CDS,
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while the forwarding nodes form the set of connectorsC
′

. Thus the newS ′ = {I ′∪C ′}.
A S ′ is then tested to be a CDS. If it is a CDS then it is added to the CDP, otherwise it
is not and the nodes continue to remain unavailable until thepost processing step.

Connectors to connect level-l and level-(l + 2) dominators need to be identified.
Each potential connector becomes aware of level-(l + 2) dominators that it can connect
and broadcasts the count of the nodes it can connect. Thus, each level-(l + 2) domi-
nator becomes aware of the number of dominators each adjacent potential level-(l + 1)
connector can connect. Each level-(l + 2) dominator, then chooses the adjacent node
capable of connecting the maximum number of level-(l + 2) dominators as its connec-
tor node. Ties are broken on node IDs. This scheme is essentially an adaptation of
the degree aware optimization technique [14]. This processof expansion of the CDS
tree is continued until all the clusters have been visited. This process of identifying
a CDS tree, starting at the leader cluster and expanding outwards is called a round of
CDP formation. Identification of secondary CDSes continuesuntil the construction of a
secondary CDS fails. A post processing step is often required to handle theextranodes
left availableafter the completion of matching iterations. The properties ofextranodes
hold are the following:

1. extra nodesare the dominatees of each CDS in CDP computed by algorithm-6.

2. extra nodesleft after termination of matching rounds in algorithm-6 are insuffi-
cient to form a separate CDS.

3. extra nodesare the available set of nodes which are not in any element of CDP.

A node from the set of extra nodes may be assigned to a CDS sayDj making making
that node unavailable. Note that each nodev ∈ V (G) setsB, an array of pointers
maintained by each node to record its dominators in each CDS in CDP.

Now we give the outline of algorithm-6. Theouter iterationbeginning at step-6
starts a matching round to deal with finding the disjoint CDSes. Termination occurs
when no more available node remains to construct more CDSes.The inner iteration
beginning from step-9 deals with step by step construction of a CDS tree in a breadth
first (BFS) order. Two levels of the CDS tree tree are constructed in the inner iteration.
The current iteration terminates when either all the clusters are visited or insufficient
availablenodes remains.
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Algorithm 6 Proximity aware connected domatic partition
Input: Initial CDSD = {I ∪ C}
Output: PartitionP = {D1,D2, . . .} of V (G) as CDP(G) whereDi is a CDS ofG. Each

nodev ∈ V (G) gets value ofi, aparent pointer for its role inith CDS andB[1, . . . , |P |]
an array of CDP pointers its dominator node-id ∈ P (for B[i] = 0).

1: Compute cluster partitioning{V1, V2, . . . , V|I|} of V (G) usingalgorithm-5
2: Compute proximity ranking usingalgorithm-4 (for each clusterVi, (1 ≤ i ≤ |I|))
3: Let uz be the leader node andVz be its cluster
4: Initialize available(v) ← 1, ∀v ∈ V (G)− CDS

5: Let i← 0
6: repeat
7: Let i← i + 1 andl← 0
8: Let ui,l be the closest available node inVz; available(ui,l)← 0 ; D ← {ui,l}
9: repeat

10: l ← l + 1
11: ui,l sends a message so that all available nodes inwi,l+1 ∈ N(ui,l) become itsdomi-

natees
12: Eachwi,l+1 node in turn sends another message to its (level-(l + 2)) neighbours, mak-

ing theavailablenodes aspotential dominators
13: Let Vp be the cluster, such thatui,l ∈ Vp andvp its clusterhead. Note thatvp ∈ I;
14: Let H = I ∩N2(vp) be the set of distance-2 neighbours ofvp in I

15: for all Vh such thatvh ∈ H andvh is the clusterhead ofVh do
16: Eachactivenodevi,l+2 ∈ Vh sends its proximity value tovh which then identifies

the closest among these (sayui,l+2 to become adominator
17: Now available(ui,l+2)← 0
18: Nodeui,l+2 broadcasts itself as the new dominator;D ← D ∪ {ui,l+2}
19: Dominateeswi,l+1 on receiving this message keep a count of neighbouring domina-

tors at level-(l + 2) and broadcasts the final count
20: end for
21: Each level-(l + 2) dominator on receiving the counts from the potential connectors,

select among them the node with highest count (wi,l+1) as its connector and informs it
22: Nodewi,l+1 then becomes a connector and setsavailable(wi,l+1) to 0 ; D ← D ∪

{wi,l+1)}
23: until no clusterVk (1 ≤ k ≤ |I|) left unvisited or insufficient available nodes left to carry

out matching
24: Nodesv ∈ V (G) is verified i.ev ∈ N [D] to hold the domination property forD and that

subgraph ofG induced byD is connected
25: If the test fails thenD is not included inP , otherwise it is included
26: until no available nodes left inVz (matching completed) or insufficient available nodes in

the cluster to carry out matching
27: Post processing step distributes extra nodes arbitrarily to some CDS of CDP (still holds to

be CDS).
28: Each node set its dominators for each CDS in CDP, in an arrayB maintained by each node

v ∈ V (G) (except the CDS in CDP where the node itself is the dominator).
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Algorithm 7 Adaptive rotation of CDS
Input: CDP partitionP={D1, . . . , D|P |} of V (G), dompointer array variable of CDS

trees of each node (computed in algorithm-6), recharge recovery time τrr and
scheduling timeτs = τrr

Output: Rotation of CDS after everyτs time.
1: Compute the CDS activation timeτactive=τs.
2: t =current-time
3: for all i← 1, |CDP | do
4: Schedule time forDi ← t + i× τactive

5: end for
6: Switching fromDi to Dj takes place through local message based transition from

dominators inDi to Dj

7: for all k ← 1, |Di| do
8: Dominator nodeuk ∈ Di sendsm1 to its neighbouring dominatordomj(uk)

9: Nodespk ∈ Dj on receivingm1 switched to become dominator injth-CDS tree
and sends outm2 to the dominator node of new CDS.

10: Connectorsck ∈ Dj among its neighbouring nodes are activated on receivingm2

and sends outm3 message to its independent dominators.
11: Any remaining dominator nodesare also switched to dominator inDj on receiv-

ing m3.
12: end for

4.5.2 Rotation of CDS via local switching

We now present a simple algorithm for switching from one CDS to another. This algo-
rithm is given to highlight the simplicity of switching between CDSes locally

We now give our elementary rotation algorithm to highlight two important benefits
derived from our CDP construction algorithm, namely:i) load balancing andii) local
switching between CDSes, which may be effected using an exchange of only a single
message transfer by each node of current CDS to activate the nodes of new CDS in its
close vicinity. The rotation of CDS involves two main issues: i) distributed switching
andii) scheduling time.

Note that to switch from dominators inDi to Dj, nodes inDi can reach neighbours
in Dj at a distance of1 through 1-hop messages and the remaining nodes inDj can be
activated by connector nodes inDj. Thus, rotation becomes an efficient local distributed
switching process.

The scheduling time depends on battery parameters of recharge recovery timeτrr,
if the size of the CDP is more than one. This allows a pulsed discharge in battery
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to prevent from a long continuous battery discharge in any node of network. A rest
time is introduced to enable the charge recovery in the electrochemical battery known
as recharge recovery effect [48, 27]. Another aspect of scheduling rotation of CDS is
the load balancing. The aim is to allow any single CDS only a small fraction of time
compared to total time of system operation. Thus, for a period of timeT , each CDS

in the CDP requires to remain active for a period
T

|CDP(G)| and performs low energy

tasks for the rest of the time. Therefore, larger the size of the CDP, smaller is the
duration of time when a node is subjected to bear higher energy loads in the role of an
active CDS node.

4.6 Analysis of CDP algorithm

In the next three subsections we first analyze our algorithm to provide the size of con-
nected domatic partition, then analyze its complexity for running time and messages
exchanged and finally, the correctness of the algorithm.

4.6.1 Size of the CDP obtained

Lemma 4.3 Let the CDS beD = {I∪C}, whereI is the set of independent dominators
in the CDS andC the set of its connectors. The minimum number of connectors|C| is
|I| − 1

4
.

Proof: Using the construction technique in [13] we proceed as follows. Let the se-
quence of connectors occurring in any BFS traversal of the CDS tree bec1, c2, . . . , c|C|.
Let I1 be the set of nodes inI that are adjacent toc1. For any2 ≤ i ≤ |C|, let Ii

be the set of nodes inI that are adjacent toci but adjacent to any ofc1, c2, . . . , ci−1.
This leads to a partition ofI as I1, I2, . . . , I|C|. As c1 can be adjacent to at most
five independent nodes,|I1| ≤ 5. For any 2 ≤ i ≤ |C|, at least one node in
I1, I2, . . . , Ii−1 is adjacent toci. Thus, nodes inIi must lie in a sector of at most
240◦ within the coverage range of nodeci. This implies that|Ii| ≤ 4. Therefore,

|I| =
|C|
∑

i=1

|Ii| ≤ 5 + 4(|C| − 1) = 4|C|+ 1. Thus,|C| ≥ |I| − 1

4
2

Lemma 4.4 The maximum number of connectors|C| in a CDSD = {I ∪C} is |I|−1.

Proof: Maximum number of connectors is required when in the CDS treeone connec-
tor connects exactly two dominator nodes inI. If E is the number of edges in the CDS
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tree, then in this case|E| = 2|C|. Also, |E| = |I|+ |C| − 1, so2|C| = |I|+ |C| − 1,

so|C| = |I| − 1. 2

Theorem 4.5 For any CDSD = {I ∪ C}, 5|I| − 1

4
≤ |D| ≤ 2|I| − 1.

Proof:

From lemma-4.3,|D| = |I|+ |C| ≥ |I|+ |I| − 1

4
=

5|I| − 1

4

From lemma-4.4,|D| = |I|+ |C| ≤ |I|+ |I| − 1 = 2|I| − 1 2

Theorem 4.6 Using proximity heuristics the CDP obtained is at least of size
⌊

δ + 1

β(c + 1)

⌋

− f , whereδ is min node degree ofG, β < 2, c is a constant such that

c ≤ 11 for UDGs andf is the number of rounds where the CDS test fails.

Proof: Let D = {I ∪ C} be any CDS identified by algorithm-6. Letβ =

supj∈J

{

|Dj |
|Ij |

}

, whereJ is the set of CDSes computed by algorithm-6 on all possible

problem instances. From theorem-4.5,

β = sup
j∈J

{

x|5|Ij| − 1

4|Ij|
≤ x ≤ 2|Ij| − 1

|Ij|

}

Clearly,β < 2. β may be thought of as the number of nodes that goes into the CDSD,
for every node that goes into its set of independent dominators I.

Algorithm-6 uses the nodes from the clusters to form CDSes towards developing

the CDP. By lemma-4.2, the minimum size of a cluster is

⌊

δ + 1

(c + 1)

⌋

. If f = 0, the

number of CDSes formed from it is at least

⌊

δ + 1

β(c + 1)

⌋

. One CDS is lost for each

failure. Hence, the number of CDSes framed from it is at least

⌊

δ + 1

β(c + 1)

⌋

− f . 2

On termination, algorithm-6 performs a post-processing todistribute nodes in the
sets that failed the CDS-test into other CDSes as connectors. We now try to estimate
the number of such failed sets. For the analysis we work with all the sets that were
identified, prior to the final assimilation.

Lemma 4.7 The expected number of sets identified by algorithm-6 that fail to be a CDS
is ǫδ|V | for δ ≥ 48 and a positive constantǫ≪ 1.
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Proof: We give an estimate of the number of CDSes lost using the fact that
(

1 +
t

m

)m

≤ et, m 6= 0. Let n be the total number of potential CDS set identi-

fied in algorithm-6,n ≥
⌊

δ
β(c+1)

⌋

. Also, assume thatn ≥ 2. This requiresδ ≥ 48. As a

simplifying, but highly pessimistic assumption, let us assume that the vertices are cho-
sen to be placed in the sets identified by algorithm-3, at random. The algorithm actually
makes an effort to match up vertices in a more sensible mannerusing the proximity
heuristic. LetAv,d represent the event that there is no node inN[{v}] which is in set
numberd. This essentially means that nodev is not covered by set numberd. Let α be
a more optimistic constant thanβ(c + 1).

Pr[Av,d] =
∏

u∈N[{v}]

(

1− 1

n

)

≤
(

1− 1

n

)δv+1

≤
(

1− α

δ

)δv+1

≤ e−
α(δv+1)

δ ≤ e−α

Probability that at least one node is not covered by this set is1−(1−e−α)|V | ≈ (e−α)|V |,
assuminge−α ≪ 1. This is essentially the probability that this set is not a domi-
nating set. The expected number of sets that fail to be dominating sets is, therefore,
⌊

δ

β(c + 1)

⌋

e−α|V | = ǫδ|V |, whereǫ≪ 1 is a positive constant. 2

The presence of|V | in the expression is significant. It suggests that as the areaof
dispersion increases for the same density of nodes, identification of the CDSes becomes
more difficult.

4.6.2 Complexity of the CDP algorithm

The complexity analysis of algorithm-6 is dominated by running time of two major
nested iterations:

Inner iteration of constructing CDSThis loop is dominated by visiting two clusters at
a time and constructing two levels of CDS tree in BFS order. The nodes are
explored one-by-one to form a CDS. Thus, the time complexityof this phase is
at mostO(n). The message complexity is dominated by cluster size, sinceit may
be broadcastO(δ) times by a node. Thus, the message complexity of this phase
is O(nδ).



4.6. ANALYSIS OF CDP ALGORITHM 79

Table 4.1: Complexity of our CDP Algorithm
Time Message Rounds Size
O(nδ) O(nδ2) O(δ) ǫδ|V |

Matching or outer iteration for CDP constructionEach matching round of algorithm-
6, except the last round, contributes a CDS to the CDP that is finally output. The
maximum number of rounds the outer iterations takes isδ.

Now on combining the complexity of nested iterations i.e inner and outer iterations, we
give the distributed complexity of the algorithm-6. Thus, algorithm-6 takesO(nδ) time,
O(nδ2) messages andO(δ) rounds. The complexity of algorithm-6 of our algorithm is
detailed in table-4.1.

We are unaware of a similar CDP technique reported in the literature. If a single
CDS construction technique is used repeatedly to constructnew CDSes for rotation,
then the complexity of such a technique would be similar to ours, but the important
difference is that the number of CDSes obtained may be poor. The strength of our
technique is the orderly construction the CDSes, so that theCDP size is maximized.

4.6.3 Correctness of the CDP algorithm

We present here the correctness proof of our CDP algorithm byproving the following
three properties:i) each member of the CDP constructed is a CDS,ii) the CDP forms
a node disjoint partition ofV (G) andiii) the algorithm terminates.

Lemma 4.8 Each elementDi, (1 ≤ i ≤ j) of the CDPP = {D1, D2, . . . , Dj} com-
puted by algorithm-6, is a CDS ofG.

Proof: Step-24 of the algorithm checks that the set of nodesD identified for the next
CDS is indeed a CDS. In step-25, ifD is added toP only if the test succeeds. Hence,
all each member ofP is a CDS. 2

It is useful to note that if the available nodes in the partition happen to be placed in
such a way that a CDS exists, then the algorithm is likely to find that CDS.

Lemma 4.9 The partition CDP computed by algorithm-6 satisfies node disjointness
property.
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Proof: There exists only two possibilities in matching process of algorithm to decide
the membership of node as to which of the partitions in CDP a node has to go into:
i) matched nodes andii) extra nodes. In the matching process of algorithm-6, every
round visits each cluster to look for the available nodes to contribute a CDSDi of CDP.
A Boolean flagavailableis associated with every nodev ∈ V (G), which is initialized to
1 at the beginning. As soon as a nodev is matched injth-round for contribution to CDS
Dj , it turns off its available flag to0. Thereafter, in subsequent rounds the unavailable
nodev is not considered in matching. The Boolean flag of any node enables it to be
assigned at most once in at most one set of CDP. Therefore, no matched node exists
which is a member of at least two partition ofP .

For extra nodes, algorithm-6 takes on a post processing stepto distribute the avail-
able nodesv which are left unmatched, to some partition inDj ∈ P as a redundant
connector. After, its allocation to the partition the flag available(v) becomes0.

Thus, no node exists which is a member of more than one member of P .

2

Lemma 4.10 Algorithm-6 terminates after finite number of iterations.

Proof: Let each nodevi ∈ V (G) initialize a Boolean flagavailableto 1 at the begin-
ning. The running of the CDP algorithm is governed by two major iteration steps:i)
inner iteration for step-by-step construction of the CDS tree andii) matching iterations
in the outer loop for identifying disjoint CDS trees.

The inner iteration is controlled by finding available nodes(unexplored so far) con-
sidered for matching in some CDS partition for computing CDP. This implies, that an
available node which becomes unavailable at a particular inner iteration never becomes
available again, until both the loops are exit. Therefore, the inner loop terminates after
a finite number of iterations when all the node become unavailable or on being unable
to find any available nodes.

The matching or outer iteration is also governed by the Boolean flagavailablefor
each node. A node is considered for matching only if it is available. The outer loop also
terminates after a finite number of iterations when all the node become unavailable or
on being unable to find any available nodes.

Hence the algorithm terminates after finite number of steps. 2

Corollary 4.11 Algorithm-6 computes connected domatic partition correctly.
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Proof: Follows from lemmas 4.8 to 4.10. 2

4.7 Experimental results

In this section we present the results of simulating our algorithm on various types of
graphs. The goals of these simulations are to determine the following: i) performance
of algorithm on graphs having connectivityκ with high probabilityii) performance
of algorithm on graphs with known CDP valueiii) performance comparison with two
related techniques andiv) battery lifetime simulations.

4.7.1 Simulation of the CDP algorithm on graphs having connec-
tivity κ with high probability

In our simulation environment, a uniform random number generator generates thex and
y coordinates ofn nodes to be placed on an100× 100 m2 deployment areaA. We have
created links between nodes using a parameterminimum transmission radiusdenoted
by r0, so that the resulting graph has connectivity ofκ with high probability. To ensure
an acceptable confidence of simulation parameterr0, we use the following results given
in [54]:

The probability for k-connectivity of a homogeneous ad hoc net-

work: Pr(G is k-connected) =

(

1−
k−1
∑

N=0

(ρπr2
0)

N

N !
e−ρπr2

0

)n

with n nodes

(n≫ 1), each with transmission rangero and homogeneous node density
ρ = n/A.

In our simulations, to offset the border effect [54] we use a much higher transmission
range which is required to achieve the samePr(G is k − connected). This correction
was judiciously carried out as the simulation was done on a bounded area, where as
the analytical derivation assumes an infinite area. To modelthe wireless transmission
between the nodes, a radio link model is assumed in which eachnode has a certain
transmission ranger0 and uses omni-directional antennas. Only bi-directional links are
considered. This link model corresponds to a propagation model with certain signal
attenuation (path loss). LetP0 = P (r = 0) denote the transmitted signal power at the
sending node andP (r) the received power at a distancer from the sender. The received
power falls asP (r) ∝ r−γP0, whereγ is the path loss exponent, which depends on the
environment (typically2 ≤ γ ≤ 5). The wireless transmission ranger0 can then be
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mapped to the equivalent transmission powerP0 using a threshold for receiver sensitiv-
ity Ps. A node can receive properly ifP (r = r0) ≥ Ps. Thus, we calculate transmission
ranger0 that is the parameter required to obtain an almost surelyk-connected network.
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bility for transmission ranger ≤ 32

We have divided mean node degree into three ranges: low degree, average degree
and high degree, for providing simulations to observe the effect on the size of connected
domatic partition.

We have simulated the algorithm in MATLAB and PROWLER [42] anevent driven
simulator for sensor networks to simulate the protocol and the behavior of rotation of
CDS through disjoint CDS. We considered the parameter transmission ranger ≤ 27 for
obtaining low mean node degree for the network sizes ranging20-200 to measure their
effect on size of connected domatic partition. The results in figure-4.3 show a small gap
in generating connected domatic partition compared to the upper bound (κ).

On increasing the transmission radiusr ≤ 32, we obtain the average size mean node
degree for obtaining graph with higher connectivityκ of graph with high probability
for the network. The result shown in figure-4.4 is for averagesize mean node degree
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Figure 4.5: Performance of Algorithm on graphs with connectivity κ with high proba-
bility for transmission ranger ≤ 41

network density which obtains a desired connectivity of graph which gives the upper
bound on the size of CDP to compare with the size of CDP identified by our algorithm.

Now considering the high mean node degree. The figure-4.5 shows the performance
of our CDP algorithm on connectivityκ obtained using the mean node degree and net-
work size on the size of CDP. Since,|CDP| ≤ κ. Thus, mean gap between the computed
|CDP| and the upper bound of|CDP|, i.e. κ is of 36% using uniformly random node
distribution in a given deployment area.
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Figure 4.6: Performance of Algorithm on graphs with known CDP

4.7.2 Simulation of the CDP algorithm on graphs with known CDP

We conducted an experiment to adjudge the performance of algorithm on graphs with
known sizes of CDP. In order to generate the graphs with knownsize of CDP, we de-
scribe a simple mechanism to generate the graphs with known CDP. Assume the max-
imum transmission radiusr. Consider a minimum spanning tree generated on a given
set of nodes with radiusr. This gives only one set of CDS. For each node in the tree,
identify the clique region as the circular disk of radiusr/2 with nodes at its center.
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Placek− 1 trees in the cliques so that each clique contains a distinct node of tree. Ifnt

be the set of nodes in first spanning tree and then each treet1, . . . , tk−1 of sizent adds
to give out the graph G of sizen = knt. Since each tree in generated graphG is a CDS
of G. Thus, the generated graph has the of sizeknt nodes and having the CDP size
|CDP(G)| = k. In order to avoid the border of cliques region, we consider placing the
nodes little inside clique range, i.e say clique-radius=r/2.5, so that algorithm is given
a proper data set. The simulation results is shown in figure-4.6 gives the performance
of algorithm in identifying CDP. The results reveal that forgraphs with known CDP
values and the computed CDP value by algorithm gives the meandifference of 19%.

4.7.3 Performance comparison of the CDP algorithm

There is no scheme available to construct CDP using only connectivity. However, in
[1] while computingk-domatic partition using GPS, they identified the connectedones
among 2-domatic partition (using GPS) called it 2-(connected) domatic partition. Thus,
we compare our CDP results with the scheme in [1] 2-(connected) domatic partition.
In order to compare the results of our distributed CDP algorithm with 2-(connected)
domatic partition scheme (k 6= 1) in [1], we need to modify our approach to create a 2-
connected domatic partition. We simplified our algorithm toconsider proximity aware
cluster partition as 2-clique (2 means distance-2), so thatany pair of node in partition
can be at most at a distance-2 inG. The modification of our algorithm for 2-CDP
includes that any pairv1, v2 of nodes can be called connected ifdist(v1, v2) ≤ 2, where
distance is measured as shortest distance by counting the forwarding hops. Similarly,
nodes are independent if2 < dist(v1, v2) ≤ 4. Using, this simple extension in algorithm
to compute 2-CDP, we compared of our proposed distributed algorithm for CDP with
the results given in [1]. In figure-4.7, we compare the quality of connected domatic
partition with the competitive scheme of [1] using the same simulation parameters. The
metric of comparison is the number of disjoint connected dominating set, we observed
that our approach yields mean of 20% increase in the size of connected domatic set
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compared to scheme in [1]. We observe that our proximity heuristics is better than
ID based heuristics given in [1], which yields an improved approximation factor of
connected domatic partition by 20% obtained through simulations.

4.7.4 Performance comparison with random domatic partition
based scheme

We give a comparison with the randomized algorithm for domatic partitioning by
Moscibroda [8]. First we present as how we have implemented the randomized al-
gorithm for domatic partitioning by Moscibroda [8] and thendescribe as how we have
converted their domatic partition to CDP so that it can be compared with our proximity
based CDP.

A random color is assigned from the range[1, . . . , δv/(3 logn)] to the neighbours
of a nodev, whereδv is minimum degree of node in neighbourhoodN [v]. For many
colors classes the network is decomposed into the potentialdomatic partitions ofG.
Following two rules are applied to decide which of these qualify for domatic partition
of G: i) A color classc ∈ [1, . . . , δv/(3 log n)] is discarded if there is no node in the
neighbourhoodN [v] of any nodev with a colorc or ii) Any nodev does not find all the
colors in its neighbourhood needs to be discarded from collection of dominating sets.

In order to ensure connectedness of each color class, we add aspanning tree rooted
at a given leader node connecting all the nodes in a particular color class by adding the
available nodes to get the disjoint CDSes. In a simple setup,we vary the transmission
radius to determine the minimum node degree parameter for some fixed set of nodes 300
and the fixed target area100×100. The results are shown in figure-4.8. We observe that
proximity heuristic upholds a larger size of CDP compared tothe randomized domatic
partition based scheme.
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4.7.5 Battery simulations

We investigated the effect of rotation on battery lifetime using battery property called as
recharge recovery effect. For investigation of this battery related aspects arising during
energy management via rotation of CDS, we conducted simple experiments to simulate
a high load generated by routing traffic on CDS nodes. Assume across-layer function
to trigger the response for rotation atVcutoff , defined in [48, 27]. In a network of 100
nodes, having CDP of at most5, a pair of 20 nodes continuously generating CBR data
of 256B packets at a rate 5 packets/sec subjected to battery discharge of 1011 mA load.
Assume a 2.2 watt-hour lithium-ion battery with lifetime rating 60 min. For constant
battery discharge of high load subject to 1011 mA measures the lifetime 30 min against
rating of 60 min [48, 27]. If CDS is rotated among CDP, so that each CDS is given
a rest period to recharge. For large size CDP, the rest periodis larger. The figure-4.9
shows the energy conservation via CDS rotation. We observedthat battery lifetime can
be extended by rotating CDS through CDP because scheduling afresh CDS introduces
the rest period to exploit the battery characteristics.

The observation points out that longer the rest period, the greater the battery re-
covery effect. Thus, the large sizes of connected domatic partition enables substantial
extension of battery lifetime resulting in enhanced network lifetime. It may be noted
that for large size of connected domatic partition, the substantial improvement of net-
work lifetime is guaranteed in sensor networks.
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Figure 4.9: Battery energy management using recharge recovery effect via rotation of
CDS

4.8 Summary

In ad hoc networks, maintaining virtual backbone via connected dominating (CDS) for
efficient routing is well established. The nodes in CDS are subjected to an extra load
of communication and computing so they suffer from an early exhaustion of energy re-
sources which gives a scope of improvement in network lifetime. CDS rotation enables
activation of a fresh CDS by switching through the node disjoint CDSes of the CDP to
avoid overloading any particular CDS.
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In this chapter, we have given a distributed technique for the connected domatic
partition (CDP) problem. The network model is taken as the unit disk graph with the
nodes having only connectivity information. We have given aMIS based proximity
heuristics to construct CDP without relying on geometric orgeographic information. To
our knowledge this is the first algorithm of its kind. The advantage of our construction
is lies in maximising the size of the CDP and also the simplicity achievable for rotating
between the CDSes of the CDP via a local distributed switching operation. We have
provided an analysis of our technique to provide an estimateof the minimum size of
the CDS, the time and message complexity and also a proof of its correctness. We have
also given simulation results to demonstrate its effectiveness.
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Chapter 5

CDS construction using a collaborative
cover heuristic

A minimum connected dominating set (MCDS) is used as virtualback-
bone for efficient routing and broadcasting in ad hoc sensor networks.

Theoretically, the minimum CDS problem is NP-complete evenin unit
disk graphs. Many heuristic based distributed approximation algorithm
for MCDS problems are reported and the best known performance ra-
tio has (4.8 + ln 5). We propose a new heuristic called collaborative
cover using two principles:i) domatic number of a connected graph is
at least two andii) optimal substructure defined as subset of indepen-
dent dominator preferably with a common connector. We obtained a par-
tial Steiner tree during the construction of independent set(dominators)
therefore a post processing step identifies the steiner nodes in the forma-
tion of Steiner tree for independent set ofG. We show that our collabora-
tive cover heuristic is better than degree based heuristic in identifyingIS

and steiner tree. Our distributed approximation CDS algorithm achieves
the performance ratio of at most(4.8 + ln 5)opt + 1.2, whereopt is the
size of any optimal CDS. We show that the message complexity of our
algorithm isO(n∆2), ∆ being the maximum degree of a node in graph
and the time complexity isO(n).
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5.1 Introduction

Wireless ad hoc and sensor networks is popularly used for disaster control and geo-
graphical monitoring related applications. Such ad hoc networks lack network infras-
tructure for connectivity and control operations. In remote data gathering applications,
the sensor network often uses in-network data aggregation to optimize network com-
munication [45]. In-network aggregation is an intermediate processing of global data
gathered often reducing the routing load thereby saving communication energy and re-
sults in increasing network lifetime.

Lossless aggregation depends on coverage of aggregating nodes. The set of ag-
gregating nodes forms a dominating set of the network graph.These subset of nodes
selected as aggregation nodes is organized in a Steiner treeto form a data aggrega-
tion backbone. The effectiveness of the aggregation algorithm is achieved when the
underlying CDS tree is minimized. Therefore, constructingan aggregation backbone
is modeled as the minimum connected dominating set problem in graph theory. Be-
sides aggregation, the smaller sizes of CDS also simplifies network control operations
confines routing operations to a few nodes set leading to advantages such as energy ef-
ficiency and low latency. Ad hoc networks use a CDS as a virtualbackbone for efficient
routing and broadcasting operations. In this work, we report an improved construction
of a minimal CDS using effective coverage as a metric in collaborative cover heuristic
and Steiner tree achieving the approximation factor(4.8 + ln 5)opt + 1.2, whereopt is
the size of any optimal CDS.

A connected dominating set CDS(G) of a graphG = (V, E), is defined as a subset
CDS(G)⊆V(G) of V(G) such that each node inV (G) − CDS(G) is adjacent to at
least one node in CDS(G) and the graph induced by CDS(G) is a connected subgraph
of G. The problem of finding the CDS with minimum cardinality called Minimum
Connected Dominating Set (MCDS) problem which is known to beNP-complete [24].
Therefore polynomial time approximation algorithms for small size CDS construction
are of interest. Existing schemes for small size CDS have usedegree based heuristic[14]
for optimization of independent set and connectors in CDS construction. In this chapter
we argue that degree based heuristic looses the coverage information due to overlapping
of coverage area which is vital to further improve on the sizeof the CDS, leading
to our new collaborative cover heuristic based on effectivecoverage. We describe a
collaborative coverage heuristic to identify better coverage dominators based on their
effective coverage. The effective coverage is ratio of coverage over the size of cover i.e.
|coverage|
|cover| , where coverage means set of nodes covered by dominators andcover is the set

of dominator nodes. A set of nodes having highest effective cover in its 1-hop vicinity
are considered greedily for selecting them as dominators, which reduces the size of
dominators. We provide a local mechanism to explore the cover with effective coverage
in the distance-2 region which is used in our distributed approximation algorithm to
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generate smaller size CDS.

Recent works have used a second phase in the MCDS for a Steinertree construction
to optimize the Steiner nodes to tap the independent nodes asterminals obtained in
the first phase of construction to achieve an approximation factor of(4.8 + log 5). We
have used the first phase of construction to generate a partial Steiner tree along with the
independent set construction, this is achieved by shiftingthe independent set nodes to
a proper placement to identify the Steiner nodes among the neighbouring nodes. Thus,
unlike most of the reported schemes which fixe the independent nodes first and take
second phase for Steiner tree construction, we shift the independent set (with better
coverage) placement to identify most of the Steiner nodes inthe first phase itself. The
second phase of the algorithm then becomes a post processingstep leading to a Steiner
tree of no higher cost.

In the energy constrained ad hoc and sensor networks such schemes help to extend
the network lifetime due its smaller size CDS compared to other CDS schemes, in
terms of:i) A smaller dominating set resulting in larger domatic partition giving better
energy conservation andii) Smaller size dominating set means large coverage giving
high degree of data aggregation thereby reducing the network traffic.

The described algorithm hasO(n∆2) message complexity,∆ being the max degree
of node in graph. The approximation factor of distributed algorithm for finding mini-
mum connected dominating set is(4.8 + ln 5)opt + 1.2, whereopt is the size of any
optimal CDS.

The rest of chapter is organized as follows. In section 5.2 wediscuss related works
on CDS construction algorithms. Section 5.3 is on preliminaries giving definitions and
a brief background necessary for our work. Section 5.4 states problem formulation
and lists the contributions of this work. Section 5.5 explains the principles behind our
collaborative cover heuristic. Steiner tree constructionfrom a given set of domina-
tors is explained in section 5.6. In section 5.7 we present our distributed algorithm
for aggregation-CDS based on collaborative cover. Section5.8 is on analysis of the
algorithm. We give simulation results in section 5.9. Finally, we conclude in section
5.10.

5.2 Related Work

In this section we review the literature, which is divided into the following two sections:
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5.2.1 In-network aggregation problem

Several reported schemes on routing algorithms such as: Directed Diffusion [55], Pe-
gasis [56] and GAF [57], have used in-network data aggregation where a spanning tree
performs aggregation function opportunistically along the internals of the tree, as data
flows level by level from leaves to root. The opportunistic aggregation based schemes
are neither optimal nor giving approximation guarantees. The aggregation schemes are
categorized into two types:i) lossless aggregation andii) lossy aggregation.

The lossy aggregation schemes are based on exploiting correlated data in tree con-
struction. A connected correlation dominating set scheme reported in [58] constructs
CDS for capturing correlation structure to provide lossy aggregation efficiently. We
have not come across any significant reported matter on lossless aggregation.

5.2.2 Minimum connected dominating set problem

The use of the connected dominating set (CDS) as a virtual backbone was first proposed
by Ephermides in 1987 [11]. Since, then many algorithms thatconstruct CDS have been
reported and can be classified into the following four categories based on the network
information they use:i) centralized algorithms,ii) distributed algorithms using single
leader,iii) distributed algorithm using multiple leaders andiv) localized algorithms.

Guha and Khullar [50] first gave two centralized greedy algorithms for CDS con-
struction in general graphs having approximation ratioO(ln∆). Centralized CDS algo-
rithm to be used as virtual backbone for routing applicationwas first reported by Das
in [46]. The centralized CDS algorithms requires global information of the complete
network. Hence, it is not suited for wireless sensor networks which do not have cen-
tralized control. Construction of CDS may be achieved through a distributed algorithm
based on either a single leader or multiple leaders.

Distributed algorithms with multiple leader approach doesnot require a initial node
to construct CDS. Alzoubi’s technique [59] first constructsan MIS using a distributed
approach without a leader or tree construction and then interconnects MIS nodes to
get a CDS. Wu and Li in [60] reported a CDS algorithm to identify the CDS using a
marking approach to identify dominators with independent nodes and then prune the
redundant nodes from the CDS using two set of pruning rules togenerate CDS. The
multiple leader minimum CDS schemes approximates size of min-CDS to192opt+48,
whereopt is the size of optimal CDS [59]. Due to its large approximation factor,
the multiple leader based distributed CDS construction is not effective for exploiting
lossless in-network aggregation. In a localized approach for CDS, construction Adjih
[12] presented a approach for constructing small size CDS based on multipoint relays
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(MPR) but no approximation analysis of algorithm is known asyet. Based on the MPR
approach several extensions have been reported leading to localized MPR based CDS
construction. The localized without a approximation guarantees is again not competi-
tive to efficiently exploit aggregation.

A single leader distributed algorithm for CDS assumes an initial leader in place to
provide initialization for the construction of distributed algorithm. A base station could
be the initiator for construction of CDS in sensor networks.The distributed algorithm
uses the idea of identifying an maximal independent set (MIS) and then identifies a set
of connectors to connect the MIS is ascertained to form CDS. Alzoubi [13] presented
an ID based distributed algorithm to construct a CDS tree rooted at the leader. For
UDGs, Alzoubi’s [13] approach guarantees approximation factor on size of CDS atmost
8|opt|+ 1, hasO(n) time complexity and havingO(n log n) of message complexity to
construct CDS using a single initiator. The approximation factor on the size of CDS
was later improved in another work reported by Cardei [14] having an approximation
factor of8|opt| for degree based heuristic and degree aware optimization for identifying
Steiner nodes as the connectors in CDS construction. This distributed algorithm grows
from a single leader and hasO(n) message complexity,O(∆n) time complexity, using
1-hop neighbourhood information. Later, Li in [61] reported a better approximation
factor of4.8 + log 5 by constructing a Steiner tree when connecting all nodes inI, the
independent dominating set.

5.3 Preliminaries

This section is divided into two parts:i) dominating set andii) network model.

A. Dominating set:Wireless networks generally have omni-directional antennae and
nodes use transmission power to establish connection with all nodes in the transmission
range. Assume that medium access control layer protocol deals with the intricacies of
interference of radio signals, channel regulation, collision handling giving us way to
model network as unit disk graph. A graph G=(V,E) is a unit disk graph(UDG) if there
existΦ : V 7→ R

2 satisfying(i, j)ǫE iff ‖ Φ(i) − Φ(j) ‖2. Φ is called a realization of
G. Thus, wireless network is modeled as UDG. In a given graphG = (V, E), V ′ ⊆ V a
subset is a maximal independent set (MIS) if no two vertices in V ′ are adjacent (inde-
pendence) and that everyuǫV − V ′ has a neighbour inV ′ (maximality). A dominating
setD is a subset ofV such that any node not inD has a neighbour inD. A maximal in-
dependent set is also a dominating set in the graph and every dominating set that is inde-
pendent must be maximal independent, so maximal independent sets are also called in-
dependent dominating sets. If the induced subgraph of a dominating setD is connected,
thenD is connected dominating set (CDS). The relationship between size of a MIS ofG
and the minimum connected dominating set CDS ofG plays an important role in estab-
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lishing the approximation factor of approximation algorithm for minimum connected
dominating set. Wan[13] showed that in every UDGG, |MIS(G)| ≤ 4|CDS(G)| + 1

which was improved by Wu[31] to|MIS(G)| ≤ 3.8|CDS(G)| + 1.2. We use the im-
proved relationship of MIS and min-CDS for approximation analysis of our proposed
algorithm.

B. Ad hoc Network Model: Distances are UnknownWe describe the network model
used in this work. Assume that nodes do not have any geometricor topological infor-
mation, thus even the distances to neighbours are unknown tothe nodes. The com-
munication overhead due to interference is assumed to be negligible. The computation
is partitioned into rounds. Assume that the nodes receive all messages sent in previous
round, execute local computations and send messages to neighbours in a round. A wire-
less ad hoc network is represented as a UDG. Nodes using exchange of hello messages
can find its distance-1 neighbour nodes and ascertain its degree. GivenG(V, E), G2 has
vertex setV (G) and edge setE2 = {{u, v}|u, v ∈ V (G)∧shortest distance(u, v) ≤ 2.

5.4 Problem formulation and contributions

Consider wireless sensor network consisting of a (large) number (n) of nodes deployed
in a geographical region. Each node is mounted by an omni-directional antenna with
the transceivers having maximum transmission range ofR. The ad hoc network is a
unit disk graphG = (V, E) where |V | = n be all the nodes,E be the edges and
edge between any pair of node exists if the distances is at most R, taken a a unit ra-
dius. The problem is to find a minimum cardinality connected dominating set ofG is
NP-complete. Therefore, the aim of this work is the development of heuristic based
approach to construct a CDS with guaranteed approximation factor to the size of any
optimal CDS. When a minimal CDS is used as aggregation backbone for lossless in-
network aggregation problem, it saves the network traffic leading to increased lifetime
of the energy constrained ad hoc and sensor networks.

5.4.1 Contributions

The contribution of this chapter is summarized as the following:

1. A distributed approximation algorithm for minimum connected dominating set
problem with a known initiator.

2. A new collaborative cover heuristic which helps in identifying smaller cardinality
MIS of G as compared to ID based or degree based heuristics.



5.5. COLLABORATIVE COVER HEURISTIC 95

3. A Steiner tree construction process in two phases:

(a) Steiner nodes identified in the first phase to drive the MISconstruction by
shifting independent set nodes to locate the connectors in identifying Steiner
nodes and

(b) second phase becomes a post processing step of identifying the Steiner
nodes to construct the CDS tree statisfying a standard bound.

(c) The approximation factor of our algorithm is(4.8 + ln 5)opt + 1.2, where
opt is the size of any optimal CDS. The algorithm has time complexity
of O(n) andO(D) rounds, whereD is network diameter. The algorithm
requires atmostO(n∆2) messages for its construction complexity, where∆

is maximum node degree inG.

We have shown that our CDS approach when used for in-network aggregation applica-
tion, prolongs the network lifetime.

5.5 Collaborative cover heuristic

Reported work on distributed approximation algorithm for CDS construction using a
single leader either use ID based heuristic[13] or degree based heuristic[14]. Cardei[14]
has shown that degree based heuristic is better as compared to a pure ID based heuris-
tic in identifying smaller size CDSes greedily. In identifying a MIS using degree based
heuristics, nodes with highest degree in their neighbourhood are selected greedily form-
ing an MIS of the underlying graph.

An improvement over the existing degree based heuristic is anew collaborative
cover heuristic described in this chapter. The collaborative cover heuristic is based on
the idea of using the information of overlapping coverage ofthe nearby independent set
of nodes. On considering the nearby independent nodes, we observe that the effective
coverage is less when they are considered in isolation. In a degree based heuristic each
node is considered in the isolation thereby loosing important information to further op-
timize the size of MIS and CDS. The loss of effective coverageis due to overlapping
of coverage area of nearby independent nodes. Therefore, instead of effective degrees
being considered in isolation, we propose a more encompassing heuristic which con-
siders the coverage of nearby independent nodes while identifying effective coverage
(or effective cover of network nodes). Thus, the collaborative cover heuristics is based
on effective coverage information which intuitively is better than effective degree. We
now provide a formalised definition of the concept of collaborative cover.
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Definition 5.1 (Node neighbourhoods)Consider a nodeu. Nodes covered byu is rep-
resented asN(u), known as neighbours ofu. The setN [u] represents nodes covered by
u includingu. Let the nodes be called independent if they are not neighbours. Indepen-
dent neighbour ofu is a subset ofN(u) such that any pair of nodes in this subset are
independent.N2(u) is a set of nodes which are at most at a distance-2 fromu known as
at most distance-2 neighbours ofu. Let the distance-2 neighbours ofu is represented
as{N2(u)−N(u)}.

For any node, we now define a cover of its distance-2 neighbours such that any pair
in the cover are independent.

Definition 5.2 (Distance-2 independent halo)Let H be the independent cover of the
distance-2 neighbour ofu. If H is an independent cover thenH ⊆ {N2(u) − N(u)}
and{N2(u)−N(u)} ⊆ N [H ] and any pair of nodes inH are independent.

Such a coverH of {N2(u)−N(u)}where any pair of nodes inH are independent is
obtained using either ID based or adegreebased heuristic. Note that in either of heuris-
tic, any pair of independent node inH which are distance-2 neighbours has ignored the
estimate of coverage loss due to the overlapping in coverage. Further, these independent
nodes later requires additional Steiner nodes to form the connected substructure. With
this background, we now argue a need of new heuristic which accounts for effective
coverage. We propose a collaborative cover heuristic to compute the effective coverage
of independent distance-2 neighbour nodes collaboratively.

Definition 5.3 (Independent coversof a node neighbourhood)Let vH be node inH
and let RH = {N(vH) ∩ {N2(u) − N(u)}} be the coverage ofvH for distance-
2 region ofu. ThenI(RH) be any independent set ofRH which coversRH . Thus
RH ⊆ N [I(RH)]. Therefore, nodevH and any independent set in its neighbourhood
I(RH) form the disjoint covers ofRH . Note that there may be multiple such instances
of independent setsI(RH). Let S be the set all instances of independent sets ofRH

where each independent setI covers the regionRH ⊆ N [Ii] for 1 ≤ i ≤ p, so let
S = MIS(RH) = {I1, I2, . . . , Ip}.

Consider any nodevH and a subset of its neighbourhood regionRH . We know that
vH covers the regionRH . There are many possible independent sets (IS) in regionRH

each of which coversRH . Let the setS denote a set of IS which can coverRH . We
have to compute weights for each instance of IS on analyzing its coverage to ascertain
its quality. Next we define a measure to compute its effectivecoverage weight.
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Definition 5.4 (Effective coverage)The effective coverage weight of an independent
set(Ii) with respect to a region({N2(u) − N(u)}) is the ratio of coverage for the
region by the independent set over size of independent set. Thus, effective coverage
weight=N [Ii]∩{N2(u)−N(u)}

|Ii|

The effective coverage weight is computed for each independent set to identify an
ordered pair of(Ii, wti). We can now identify a weighted independent set to cover a
given regionRH .

Definition 5.5 (Weighted independent covers of a node neighbourhood) The
weighted independent set(Ii, wti) (for 1 ≤ i ≤ p) is an ordered pair of independent
set and its effective coverage weight such that each independent set is a cover of the
regionRH = {N [vH ]∩ {N2(u)−N(u)}}. ThusRH ⊆ N [Ii] for ( 1 ≤ i ≤ p). Let, the
regionRH hasp number of covers with the weights represent the ratio of the effective
coverage over the cardinality of cover. Thus the weighted independent cover is given
by{(I1, wt1), (I2, wt2), . . . , (Ip, wtp)}.

In addition to associating the weights for effective coverage with independent sets,
we look for thoseI in S which have a common neighbour node inN(u). Thus, the con-
dition for I which does the check is{N [I]∩N(u)} 6= 0. The common neighbour node
is called as connector because it can connect the nodeu and its distance-2 independent
neighbours.

Definition 5.6 (Independent set with a common connector to parent dominator)
The independent setIi with at least a common connector inN(u) is stated as:
∃w ∈ N(u)[Ii| w connects at least 2 nodes of Ii, i.e |N(w) ∩ Ii| ≥ 2].

For any nodevH , the independent setIi and its effective coverage weightwti asso-
ciated with a connectorw together forms a tupletH = (Ii, wti, w).

The collaborative cover heuristics proposed in this chapter is based on the intu-
itive argument that degree based heuristic may result to a non-optimal choice locally in
the construction of CDS leading to a non-optimal CDS eventually. The collaborative
cover heuristic often replaces a non-optimal choice of degree based heuristic with the
improved effective coverage using collaborative cover locally. The replacement of de-
gree based selection with collaborative cover based selection suggests the existence of
multiple cover locally. Since, the domatic number of any connected graph is at least
2 by Ore’s theorem (in lemma-5.1), therefore premise of multiple cover is validated to
explore and prune the local best cover.
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node#4
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Figure 5.1: Example for comparing collaborative cover and degree based heuristics

Result 5.1 (By Ore in 1962 [8, 62]) For a connected graphG, thedomatic number of
G ≥ 2.

Thus, at every stage of connected graph there exists at leasttwo cover in graph and
our approach aims to improve locally with the local best approximation to reduce size
of CDS eventually for minimum connected dominating set problem.

Definition 5.7 (Optimal sub-structure) Let nodew be called as connector if it is com-
mon neighbour between dominatorsu andv, wherev is the distance-2 neighbour ofu.

An optimal substructure is a tuple(Ii, wti, w) in the neighbourhoodN(v) of any
nodev is a highest weight independent set with a common connectorw which can
connect an IS to some nodeu and if the weight of the IS is greater than the coverage of
the nodev for a given region (i.e. effective coveragewti > coverage of node |RH |).

Example 5.1 A CDS construction stage of ad hoc network is shown figure-5.1, which
consists of a dominator-A, three potential dominators (B, C, D) and six nodes (having
two nodes as neighbour to eachB, C, D). Let the dominator-A need to select its
distance-2 dominators out of the potential choicesB, C andD.

According to degree based heuristic, the potential dominator C covers four nodes
compared toB andD at three each. Therefore,C becomes a dominator whereasB and
D stay as its member nodes. The size of cover forC becomes 1 and coverage ofC is 4.
Further, in order to cover the nodes{1, 2, 3, 4} at least 2 more dominators are needed.
Thus the cover size is at least 3 for coverage of 4 nodes (considering only 2-hop cover
of A). Thus, dominatorC requires two more dominators one from each sets:{1, 2} and
{3, 4}, leading to the required three dominators based on degree information. Thus, the
weight of the cover is given as: weight=|coverage|

|cover| =4
3
=1.33.

Based on the collaborative cover heuristic, the potential dominatorsB, D are se-
lected as dominators. The size of cover becomes as 2 and the coverage of dominating
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set{B, D} is 5. The collaborative cover{B, D} of size 2 has a coverage of 5. Thus,
effective coverage of collaborative cover has the weight=|coverage|

|cover| =5
2
=2.5. 2

Higher weight indicating more coverage in collaborative cover heuristics as com-
pared to the degree based heuristic leading to smaller size of cover. Furthermore, the
number of connector needed in collaborative adds to single number as compared to
degree based heuristic of more than one.

Theorem 5.2 (Local identification of optimal sub-structure) The optimal substruc-
ture is computed locally requiring only distance-2 local information.

Proof: It is evident from example 5.1 that all covers in the neighbourhood of a
potential dominator are evaluated and the best is finally chosen. This entire process
is carried out locally, around the potential dominator, requiring only distance-2 local
information. 2

In the next section, we describe the construction of Steinertree carried out in over
two phases of the CDS construction.

5.6 Steiner tree construction

A Steiner tree for a given subset of nodes (called as terminals) I in a graphG, is a
tree interconnecting (known as tapping) all the terminalsI using a set of Steiner nodes
in {V (G) − I}. We can connect maximal independent setI by using Steiner nodes
forming a Steiner tree inter-connecting all the nodes inI. The objective is to find a
Steiner tree with minimum number of Steiner nodes to obtain asmall size of CDS. We
define the Steiner tree with minimal Steiner nodes as:

Definition 5.8 (Minimal Steiner nodes) Let I ⊆ V (G) be the maximal independent
setI of G. Minimal Steiner nodes is subsetV (G) − I, forming a Steiner tree to inter-
connect (or tap) the independent nodesI (or terminals).

For unit disk graphs, the Steiner nodes has a property that any Steiner node can tap at
most five independent nodes (or terminals). From the property of unit disk graph given
in [51], we know that any node is adjacent to at most five independent nodes. Therefore,
any Steiner node can interconnect at most five independent (terminal) nodes. Using this
property, we define our scheme to identify the Steiner nodes in the following steps:
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Step-1 All the dominatee node with 5 adjacent independent nodes from separate
components are chosen become Steiner nodes and the set of adjacent in-
dependent nodes forms a connected component. Note that new component
thus obtained by an association of Steiner node and its adjacent indepen-
dent set nodes of different components, reduces the number of components
in the network which needs to be updated to dominatee having the adjacent
independent set in different components.

Step-2 For each dominatee, recompute the adjacent independent nodes in differ-
ent components information.

Step-3 Repeat the above steps (1..2) for dominatees having four adjacent inde-
pendent set nodes in different components.

Step-4 Repeat the above steps (1..2) for dominatees having three adjacent inde-
pendent set nodes in different components.

Step-5 Repeat the above steps (1..2) for dominatees having two adjacent inde-
pendent set nodes in different components.

Thus the set of the Steiner nodes forming a single connected component of independent
set nodes contributes to CDS. In the next section we describeour CDS algorithm using
heuristic based on collaborative cover.

5.7 CDS using the collaborative cover heuristic

Let every node know its distance-1 neighbours and its distance-2 neighbours. Assume
that every node also knows its maximal independent set (MIS)in the unit disk around
it.

The CDS construction grows the CDS-tree incrementally in a BFS manner. Each
node maintains the following state variables:i) The pointerparent is used for the parent
link in CDS-tree,ii) The level variablel indicates the level of node from root (l = 0)
of CDS-tree in BFS construction andiii) Thecolor variable records the current status
of node (initially all the nodes are white, dominators and connectors are colored black,
potential dominator at distance-2 takes yellow color, whereas dominatees are grey).

Let u be a leader node which initiates the construction of CDS algorithm. The
algorithm has three main steps:i) This step is to identify the independent set (cover)
of the distance-2 neighbours using degree based heuristicii) This step computes the
collaborative cover for each node of a cover (identified in step i)) and a weight based
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on effective coverage andiii) This step is to identify a connector, if any, for the highest
weight independent set (identified in stepii)) with u.

The algorithm starts at the leader node to identify dominators and connectors in
CDS-tree constructing two levels at a time (level-l dominator to level-(l + 1) connector
and level-(l+1) connector to level-(l+2) dominator) of the CDS-tree at each step until
no idle nodes are left.

The set of yellow leaders forms an MIS of distance-2 region ofu. The yellow
leaders perform two tasks:i) identify leaders of yellow leaders in its 2-hop adjacent
yellow leaders to form an MIS of yellow leaders induced by graphG2[yellow-leaders],
andii) for each yellow leader, compute the MIS of yellow neighbourswith common
grey nodes.

The yellow leader computes the MIS with common grey neighbour and identifies
highest effective coverage MIS among them.

The yellow leader compares its coverage with the highest weight effective coverage
of MIS with common adjacent grey nodes. The yellow leader becomes active if its
effective-coverage weight has larger coverage than its owncoverage. Note that active
yellow leader satisfies the following three properties represented by a tuple (Ii, wti, wi)
which triggers to explore alternate MIS with better coverage to elect leaders of yellow
leaders in the entire yellow leaders ofu:

1. size of MISIi of node is atleast two,

2. independent nodes of MIS has a common connectorwi and

3. effective coverage weightwti of MIS is greater than coverage of a node itself

The active yellow leader sends effective coverage of MIS to its 2-hop neighbouring yel-
low leaders. G2[yellow leader] is the subgraph ofG2 induced byyellow leaders.
Note that for any givenyellow leader, the subgraphG2[yellow leader] identifies
yellow leaders in its distance-two neighbourhood. The leaders of yellow lead-
ers are identified based on their effective coverage, which form MIS of graph in
G2[yellow leaders] which is a subgraph ofG2 induced by yellow leaders. The yellow
leaders are pruned locally to identify an improved MIS basedon coverage heuristics in
following two phases:i) In the first phase the leaders of yellow leaders grows its high-
est effective coverage MIS with common grey to become as dominators.ii) In second
phase the remaining yellow leaders use the dominators to forms its MIS and then grow
them to become dominator. Note that in above two phases, the MIS of distance-2 neigh-
bours ofu is identified and updated as dominators. These dominators trigger selection
of the adjacent grey nodes which connect highest number of dominators.
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At this point nodeu has identified distance-2 cover preferably as dominators with
a connector. The size of cover is reduced heuristically for alarger coverage. Once the
dominators (at level-(l + 2)) and connectors (at level-(l + 1)) are identified, the (level-
(l+2)) dominators become leaders to repeat the steps to grow the CDS-tree further until
no white nodes are left. After the end of the first phase, the algorithm has identified MIS
and the connectors. These connectors which form an initial Steiner tree are discarded to
identify new Steiner nodes in second phase. In the second phase, iteratively the Steiner
nodes are picked which connects independent set nodes in different components. At the
end of second phase the Steiner tree is formed out of Steiner nodes thus identified. It
may be noted that the collaborative cover process involves an optimization to reduce the
number of dominators. The computation is local therefore itis suitable for computing
using a distributed approach.

Algorithm 8 Algorithm for CDS based on collaborative cover heuristic
1: Initialize 〈parent = nil〉, level〈l = 0〉, 〈color = white〉, count = 0 for each node.
2: Consider a leader nodeu initiating construction of the CDS. Leader nodeu, be-

comes a dominator and updates its state as〈color = black, parent = ID, l = 1〉.
3: Nodeu sends messagem1 = 〈u, l〉 to its adjacent nodes.
4: Each adjacent nodew on receivingm1 = 〈u, l〉 from u becomes a dominatee and

updates its variables as〈color = gray, parent = u, level lw = lu + 1〉. Nodew

sends messagem2 = 〈w, u, lu + 1〉 to identify the distance-2 nodes ofu.
5: A white nodev on receivingm2 from w, becomes a distance-2 neighbour ofu and

updates its state variables as〈color = yellow, level lv = lu + 2〉 and records its
adjacent grey neighboursNgrey(v) = {w}, initialises adjacent yellow neighbours
Nyellow = nil, updates effective degree nodesNeff(v) = N(v)− {w}, whereN(v)

is the nodes adjacent tov.
6: After a lapse ofτ time, when all them2 messages are delivered to yellow nodes

v, the yellow nodesv broadcast messagem3 = 〈|Neff(v)|〉 containing its effective
degree to its adjacent yellow nodesv.

7: Yellow nodesv of u on receivingm3 from v′ update its adjacent yellow neighbours
Nyellow = Nyellow ∪ {v′}, ranks its adjacent yellow nodes on the basis of their
effective degree (|Neff |, ID), where node ID is used for tie breaking. If nodev has
the highest effective degree node in its distance-1 vicinity, thenv becomes a yellow
leader. The yellow leaderv broadcasts messagem4 = 〈Nyellow(v)〉 containing its
coverage of yellow nodes to its adjacent yellow nodes.

8: Each yellow nodev (of u) on receivingm4 from yellow leaderv′, computes
Iv′(v) = Nyellow[v′] − Nyellow[v], the set of yellow nodes in the neighbourhood
of v′ not adjacent tov and broadcasts messagem5 = 〈v, Iv′(v), Ngrey(v), Neff(v)〉
to the yellow leader nodev′.

9: Each yellow leaderv (of u) on receivingm4 from v′ (of u), computes all
MIS(yellow neighbours(v)) and then selects only those MISes whose|MIS| > 1

and have common grey neighbours asD(v) = {D1, . . . , Dk} (possibly empty).
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Nodev computes effective coverage of eachDi, (∀i ∈ 1..k). The effective cover-
age weight ofDi(v) is given by:

weighti =
|N [Di(v)] ∩ (N2(u)−N(u))|

|Di(v)|

This forms a tupleD(v) = {(D1, wt1, w1), . . . , (Dk, wtk, wk)}, wherewti repre-
sents the coverage weight andwk is common connector node at level-(l + 1). Each
yellow leader node identifies on the basis of highest effective coverage weight, the
MIS setDh in its neighbourhood (arbitrarily select one in case of tie). If the high-
est effective coverage weight, of the MIS setDh is greater than the coverage ofv

itself, then yellow leader becomesactive. Each active yellow leaderv, sends mess-
agem5 = 〈eff. coverage(Dh),ID〉 to its 2-hop neighbouring yellow leaders ofv.
(* Note that active yellow leader means it has an MIS which three propertiesi)
|MIS| ≥ 2, ii) MIS has at least one common grey node andiii) effective coverage
weight indicates that the effective coverage of this MIS is greater than coverage of
yellow leader node itself. The active yellow leader triggers the pruning of MIS by
activating all yellow leaders to elect a new set of MIS. *)

10: Each active yellow leaderv (of u) on receivingm5 resolves the leaders of (active)
yellow leader with highest effective coverage in its 2-hop region. The set of yellow
leaders undergoes local pruning to identify local best coverageMIS(N2(u)) (i.e
an MIS ofN2(u)) in following two phases:

1. In first phase each leader of yellow leaders in (G2[yellow leaders]) is iden-
tified and the nodes itsDh become dominators and updatecolor = black.
Their common grey nodes becomes connectors by receipt of a messagem6.

2. In second phase the remaining uncovered yellow nodes identify their MIS to
become dominators (updating their colour to black) to coverall the yellow
nodes. The dominators of second phase sends messagem7 to select their
connectors amongst the grey nodes (preferably which are already connectors
of first phase).

11: Particular grey nodes at levell + 1 on receivingm6 or m7 come to know whether
they are connectors.

12: Note that the identification of connectors among the grey nodes completes the con-
struction three levelsl, l + 1, l + 2 of CDS construction. The connectors at level-
(l +1) are identified to connect level-l dominators with level-(l +2) dominators by
breadth first expansion of the CDS-tree in a distributed manner.

13: The algorithm phase-I terminates when no white nodes left unexplored.
(* Phase-II: Identifying Steiner nodes for dominator nodes*)
(* Phase-II discards the connectors and iteratively identifies Steiner nodes for con-
necting independent set nodes belonging to different components *)
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14: Each node inI broadcastsm10 message so that dominatees can know of adjacent
independent set nodes in different components.

15: Initially all independent set nodes forms different components and the Steiner nodes
list is empty. In the next step, dominatees having required number of adjacent inde-
pendent set nodes in different components are identified as Steiner nodes iteratively.

16: for i = 5, 4, 3, 2 do
17: while a grey nodev exists havingi-adjacent independent nodes ofI in different

componentsdo
18: Add nodev into Steiner nodes list
19: end while
20: end for(* The identified Steiner nodes connect the dominator nodes to form a

Steiner tree. Thus, independent set nodes and Steiner nodesforms the CDS of
G *)

5.8 Algorithm analysis

In analysis of algorithm-8, we provide the approximation factor of size of CDS and
complexity analysis in following sub-sections.

5.8.1 Approximation analysis of CDS algorithm

Lemma 5.3 For the algorithm-8, the size of every maximal independent set computed
in phase-I is at most3.8opt + 1.2 whereopt is the size of a minimum connected domi-
nating set in the unit disk graph.

Proof: From the result reported in [31].

2

Lemma 5.4 The size of Steiner nodes obtained from algorithm-8 is at most (1 +

ln 5)opt, whereopt be size of any optimal CDS.

Proof: The proof follows directly from theorem-2 of [61] because atstep-15 of
algorithm-8, the set of connector nodes originally identifed are discarded and a new
set of Steiner nodes are identified in steps 16 to 20, also based on the Steiner node
identification scheme reported in [61]. 2
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It may be noted that steps steps 16 to 20 for algorithm-8 may optionally be skipped
and the original set of connectors used, in which case lemma-5.4 will no longer apply.
However, in the section 5.9 we show that original set of connectors that are identifed
compare well the connectors identified in steps 16 to 20.

Theorem 5.5 For algorithm-8, the size of CDS is at most(4.8 + ln 5)opt + 1.2, where
opt is the size of any optimal CDS.

Proof: From lemma-5.3 and lemma-5.4, we have:

|CDS| = |I|+ |Steiner nodes|
= 3.8opt + 1.2 + (1 + ln 5)opt

= (4.8 + ln 5)opt + 1.2

2

5.8.2 Complexity Analysis

Theorem 5.6 The algorithm for Connected dominating set has time complexity O(n)

time andO(D) rounds, whereD is the network diameter and message complexity of
O(n∆2), where∆ is max degree of node inG.

Proof: Assume that in a given unit disk the size of an MIS is always less than max-
imum degree of a node inG, therefore|MIS| ≤ ∆. Each node sends at most two
messages to become grey (dominatee) and at most∆ messages per degree to update
neighbour’s information and∆2 to get neighbours of neighbour, to become dominator.
Thus, message complexity isO(n∆2), where∆ is the maximum node degree.

While establishing the relationship between connectors and dominators the message
complexity is only size of CDS which is at mostO(n). Thus the message complexity
of algorithmO(n∆2). Each node is explored one by one, so the time complexityO(n).
The number of synchronous rounds isO(D), whereD is network diameter, which is
bounded by shortest distance of farthest node from a given leader. 2
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5.9 Simulation results

In this section we present the simulation results of algorithm-8. The goals of these sim-
ulations is the following:i) performance comparison of Steiner nodes with independent
set nodesii) performance comparison of Steiner nodes against ignored connectorsiii)
performance comparison with the related techniques, and (iv) energy analysis of net-
work for exploiting aggregation.

We model wireless ad hoc sensor network as a set of nodes deployed in a predeter-
mined rectangular area of dimension100× 100 square units called as deployment area
A. Each node has a unique ID. We use a uniform random number generator that chooses
thex andy coordinates in deployment areaA for sensor nodes. For simulation experi-
ments, we consider the network of varying sizes. We assume that each wireless sensor
node has the same transmission ranger. Unless stated otherwise, we assume maximum
transmission ranger = 25. The edge between any pair of nodes indicates that distance
between them is at most radius r. Since the maximum transmission r is fixed parameter
of our experiments in the given network, thus the induced graph is unit disk graph. For
a givenr, the number of nodes per unit area called as network density (d) increases as
the network size (n) increase. The approximate governing relation for the transmission
radius is given byr2 = (d∗A)/(π∗n) [45]. The simulation is carried out by varying the
network size(n), so that impact of network size can be observed on size of connected
dominating set. The parameters nodes (n), transmission range (r) thus generated, are
used in our experimental setup of simulation. The deployment area in our experimental
setup is assumed to be of rectangular shape which effects thenodes located at border
as low degrees called as border effect. In our simulations, to offset border effect, we
use a correction of higher transmission radius judiciouslyto nullify the border effect.
The Simulation is carried out in PROWLER/MATLAB, an event driven simulator for
Ad hoc Networks.

We first compare the performance of the Steiner nodes required to connect the inde-
pendent set nodes using a metric which is ratio of number of Steiner nodes is to number
of independent set nodes. The results shown in figure-5.2 forlarge size networks it
comes out to be less than 0.3, which indicates the Steiner nodes often connects more
than three independent sets to achieve the results.

Next we analyze through simulation the performance of Steiner nodes as compared
to connectors identified while identifying independent setwhich are ignored to identify
optimal Steiner nodes as a post -processing step. We give an account of how far we
achieved in partial Steiner tree in our collaborative coverCDS algorithm.

The performance comparison are shown in figure-5.3. The results show that our
collaborative cover is quite close in identifying partial Steiner tree in its first phase of
construction and therefore, requires post processing steponly to identify some of the
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Figure 5.2: Performance comparison of number of Steiner nodes and number of inde-
pendent nodes
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Figure 5.3: Performance comparison of Steiner nodes with (ignored) connectors

optimal Steiner nodes to achieve Steiner tree.

Note that besides this our collaborative cover also gains inreducing independent set
which is discussed in later part of this section.

We also analyze the message exchanges for CDS construction in our algorithm. The
comparison shows that number of messages in our CDS construction are closer to that
of degree-CDS approach. Thus, our collaborative-cover CDSis not sacrificing on the
message overheads. The message complexity analysis ofO(n∆2), where∆ is max
degree of G, is also validated by comparing the simulation results (shown in figure-5.4)
with degree-CDS scheme.

Finally,we compare the performance of our collaborative cover based CDS algo-
rithm with the CDS algorithm reported by Cardei in [14], by Alzoubi in [13] and by Li
in [61] . Assume the maximum transmission range values to be varying between(25,50)
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Figure 5.4: Comparison of message exchanges in CDS construction
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Figure 5.5: Performance comparison with CDS algorithms (R=25)
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Figure 5.6: Performance comparison with CDS algorithms (R=50)

units for the network with varying the node sizes as (20, 50 and 100). We considered
only the connected graph for our result analysis.

The performance comparison shown in figure5.5,for max.transmission range r=25
whereas for r=50 is shown in figure5.6. The simulation results reveal that our col-
laborative cover based CDS algorithm reduces the size of CDSby 15% compared to
Cardei et al.’s [14] approach whereas reduction of CDS size is 10% in Li’s CDS [61]
approach. From both the results, we observe that our proposed is better than Alzoubi’s
[13], Cardei’s [14] and Li’s [61] approach in identifying a smaller size of CDS.
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Table 5.1: Description of parameters

Parameter Value Summary
El 50nJ/bit Energy dissipated in transceiver for per bit operation.
Eagg 5nJ/bit Energy dissipated in data aggregation per bit

αfriss 10pJ/bit/m2 radio transmitter coefficient for short distances.

α2−ray 0.0013pJ/bit/m4 radio transmitter coefficient for longer distances.

M 100m2 target area of 100x100m2.

m 1000bit frame size in bit per round of data gathering.

Aggregation based energy model

In order to evaluate the energy profile for data aggregation in our aggregation-CDS al-
gorithm, we considered an aggregation based energy model. Let the energy dissipation
for aggregation to be 5nJ/bit. This value is drawn from realistic experimentation re-
ported in literature as energy dissipation for performing beamforming computations to
aggregate data is 5nJ/bit/ signal [3]. The table-1 summarizes the system parameter used
for energy modeling in our simulation.

In order to evaluate the role of number of dominators in energy dissipation, we
need to compare energy dissipation in the entire network in aggregation-CDS with de-
gree CDS. Consider the energy dissipation of nodes in network represented asEdom

for nodes having dominator’s role andEnon−dom for the non-dominators. The non-
dominators nodes spend energyEnon−dom to communicate the sensed data to nearest
dominator at distanced within direct transmission radiusrmax and therefore obeys Friss
free space propagation model having attenuationd2 with coefficient (αfriss). Let El be
the per bit energy dissipation of transceiver electronics.In order to transmit a message
of m-bits at a distanced, the non-dominator expends energy:

Enon−dom = m.El + m.αfriss.d
2 (5.1)

Let the dominators dissipate energyEdom in i) receiving information from domi-
natees (El), ii) performing aggregation (Eagg) andiii) transmitting aggregate data to
base station (α2−ray.d

4). It may be noted that the average distancesd between domi-
nator and base station is much greater than maximum transmission radiusrmax. Thus,
the network nodes have two modes of communication i.e higherrange communication
(beyondd > rmax) and multi-hop communication. Using opportunistic routing if multi-
hop energy dissipiation greater than higher range direct transmission energy then higher
range transmission is used which follows2-ray propagation model with attenuationd4.
Thus, the multi-hop communication energy is upper bounded by energy dissipation of
2-ray propagation model with attenuationd4. Thus, to transmitm-bit message after
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Figure 5.7: Performance comparison of aggregation energy dissipation with degree-
CDS algorithm

aggregating data from its dominatees in its neighbourhood say |Nbd|, the radio energy
Edom expends:

Edom = m.El.|Nbd|+ m.Eagg.|Nbd|+ m.α2−ray.d
4 (5.2)

Thus, energy dissipation of a dominator and its dominatee isgiven by:

Etotal−dom = Edom + |Nbd|.Enon−dom (5.3)

Therefore, total energy dissipation of network with|CDS| = k dominators is given by

Etotal = k.Etotal−dom (5.4)

The equation-5.4 provides the total energy dissipation of network in communicating
the sensed data to base station while performing aggregation at the dominators of CDS.
Using equation-5.4,we conducted an experiment to simulateour CDS algorithm for
computing the network wide energy dissipation and analyze the effect of smaller size
of CDS on in-network aggregation in energy dissipation of network. We have taken a
framem of size 1000 of sensing data generated from all nodes, which is communicated
by our CDS based aggregation backbone to the base station located centrally inside
target area. The simulation results are captured for singleround of data gathering appli-
cation. We then compare the energy dissipation for single round data communication
for degree based CDS[14]. The results in figure-5.7 show the crossover at the early
network size of 100 nodes and beyond network size 200 onwardsin our aggregation-
CDS reduces the dissipation energy substantially of senseddata communication even
for a single round. The reduction in the network wide energy dissipation using our
aggregation-CDS results in increase of the network lifetime.
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5.10 Summary

In this chapter we have described a distributed approximation algorithm for identifying
a minimal size connected dominating set using the collaborative cover heuristic for
which the approximation factor is at most(4.8 + ln 5)opt + 1.2, whereopt is the size
of any optimal CDS.A post-processing step identifies the Steiner nodes leading to a
Steiner tree for independent set nodes. This improves upon the existing approximation
for reported CDS algorithms. When our proposed CDS scheme isused for lossless
in-network aggregation function shows a substantial improvement in reducing energy
dissipation of network compared to degree based CDS. The message complexity of our
algorithm is at mostO(n∆2), where being the maximum degree of a node in graph and
time complexity isO(n).
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Chapter 6

Node mobility transparent CDS
construction algorithm

A connected dominating set (CDS) provides a virtual backbone in an ad-
hoc network. Such networks can even have mobile nodes. We define a
self organizing CDS which reconfigures itself to adapt to node mobil-
ity. Local self configuration without any manual or externalcontrol is
desirable. Only nodes that are currently stationary participate in the
CDS construction and reconfiguration. Node mobility is handled us-
ing three major operations:i) adapting CDS to the changes in topol-
ogy due to node mobility by detaching mobile nodes and self reconfigur-
ing CDS for stationary nodes,ii) maintaining coverage of mobile nodes
with the CDS backbone of stationary nodes by tracking their locations
and iii) self reconfiguring the CDS when a mobile node becomes sta-
tionary. We have modified the local source independent multipoint relay
(MPR) based CDS contruction technique for adapting to node mobility.
For optimizations, we developed a Markov model for a weighted CDS to
reduce location updates in tracking of mobile node. The complexity of
our mobile node tracking algorithm is at mostO(d log d), whered is the
number of boundary crossings while a single node moves. Simulation
results indicate that our mobile node tracking algorithm achieves 40%
reduction in location updates using weighted CDS compared to shortest
hop tracking path to CDS.
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6.1 Introduction

Wireless sensor networks open up new applications in remotemonitoring of environ-
ment, habitat, etc. Issues such as energy constraints, coverage preservation and topol-
ogy control play an important role in the design of protocolsfor sensor networks.
Robotic mobility (or mobility) is the ability of the nodes insensor networks to move
under electronic control without human assistance. Node mobility opens up possibili-
ties to overcome some constraints, such as coverage preservation and energy replenish-
ment. Using controlled deployment based on node mobility sensor nodes can be parked
at optimal locations for remote geographical monitoring after their initial deployment.
Similarly, for controlled network maintenance, sensor nodes can move locally to merge
multiple connected components in network to a single connected component. In con-
trolled energy harvesting, nodes move to recharge their energy resource from nearby
resource center.

These networks lack the network infrastructure for their connectivity and control
operations. A connected dominating set [11] is used to provide a virtual backbone to a
sensor network for efficient routing and broadcasting. A dominating setD of a graph
G = (V, E), is defined as a subset ofV such that each node inV −D is adjacent to at
least one node inD. Dominating sets are often chosen such their members are pairwise
independent or not within range of direct wireless communication. For this reason a
additional set of connector nodes (C) are also taken to ensure that the subgraph induced
by the dominators and connectors is connected. Such a set of dominators and connec-
tors (D ∪ C) is called a connected dominating set (CDS). A CDS of small size often
simplifies network control operations which confines network backbone operations to
the few CDS nodes, leading to advantages such as energy efficiency and low latency.
It also supports mobility, as we shall see through this work.A multipoint relay (MPR)
[63] of a node is defined as its forwarding node set which covers its 2-hop neighbours.
Recently, Adjih, Jacquet and Viennot [12] introduced a CDS construction based on
source independent MPR which is localized and generates a small CDS [12, 21].

Mobility of nodes that are in the CDS can disturb the CDS. The connectivity of a
mobile node with the rest of network changes due to its movement. It is, therefore,
desirable to have an efficient mechanism to handle node mobility. So long as a node is
not moving, it behaves like any other fixed node. A node is treated as a mobile node
only when it is moving. When a member of the CDS becomes mobile, it becomes
necessary to reconfigure the CDS to sustain coverage. Similarly, when a mobile nodes
halts, it may be necessary to extend the CDS to cover it. Whilea node is on the move,
it has to be tracked if its connectivity is to be ensured. It isassumed that any mobile
node is attached to some dominator in the CDS at most 2-hops away. If this condition
is violated, then the mobile node becomes unreachable from the network. We show that
it is possible to utilise redundant coverage of the mobile node by CDS nodes to avoid
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frequent reconfiguration of the CDS as a mobile nodes moves around. In this context we
show that our adaptive approach has some advantages over thegeneral self stabilization
paradigm, such as quick reconfiguration, contained reconfiguration and reduced state
updates.

Several algorithms have been reported for finding CDS in ad hoc networks and a few
of them are self stabilizing. Many tracking techniques based on hierarchical structures
are reported in the literature for tracking of mobile objects [20]. However, to our knowl-
edge, there is no reported technique that considers the aspect of coverage preservation
during node mobility. In this work we describe a CDS construction technique featuring
efficient and transparent (to the extent that no centralisedintervention is required) self
configuration and adaptation to node mobility.

The contributions of this work are as follows.

1. We have developed a self organizing MPR based CDS for the sensor network.
When any node becomes mobile, the rest of the network self reconfigures the
CDS locally. Similarly, when a mobile node halts, it is allowed to join the fixed
network. Again, the network self reconfigures the CDS locally. Reconfiguration
can be inO(n∆3) time. We are unaware of any self organizing MPR based CDS
scheme being reported in the literature.

2. We have adapted a reported technique for tracking mobile nodes. Our scheme
enables making location updates of mobile nodes by some dominator in the CDS.
Location updates by our algorithm is done inO(d log d) time, whered is the
number of boundary crossings while a single node is moving. We have developed
an optimization technique based on the Markov chain model toassign weights to
the CDS tree to reduce the time taken for self reconfigurationand making location
updates using our adapted technique for tracking of mobile nodes. The weighted
CDS is shown to reduce the number of location updates for the highest weight
path compared to the tracking scheme based on the shortest hop path. Simulation
results indicate a reduction of 40% in location updates using our Markov chain
heuristic.

The rest of chapter is organized as follows. We present preliminary concepts and a
survey of related work in section 6.2. Formulation of the problem is described in section
6.3. In section 6.4 we describe our self configuring MPR basedCDS construction
algorithm. In section 6.5 we present an analyse our algorithm. Our scheme for tracking
of mobile nodes and making shortest path based location updates is described in section
6.6. Section 6.7 presents our optimisation scheme for making location updates using
weighted CDS based on the Markov model. Simulation results are discussed in section
6.8. We close the chapter in section 6.9 with a summary of the work.
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6.2 Background and related work

The problem of transparent node mobility in networks with a CDS based backbone
mainly deals with self configuration of the CDS and tracking mobile nodes to maintain
their location information and ensure their connectivity with the network. We survey
reported work on CDS construction and tracking of objects tomotivate the need of
our approach in this work. The related works on tracking of mobile objects can be
classified as:i) mobility profile based object tracking andii) online object tracking,
based on history information of mobile object or current information for its location
updates.

In the next few subsections we do a review of techniques related to basic CDS
construction, multipoint relays, MPR based CDS algorithmsand mobile object tracking
schemes.

6.2.1 Basic CDS construction

Use of a CDS as a virtual backbone was first proposed by Ephremides in 1987 [11].
Since, then many algorithms for CDS construction have been reported. These can be
classified asi) centralized,ii) distributed andiii) localized algorithms, based on net-
work wide information or local information for its construction. Guha and Khullar [64]
first reported a two 2-phase centralized greedy algorithm for general graphs having ap-
proximation ratioO(log ∆), ∆ being the highest degree of a node in the graph. Ruan
designed a 1-phase greedy with performance ratio at most3 + log ∆. Cheng proposed
4-phase greedy algorithm for minimal connection dominating set (MCDS) construction
for UDGs.

A distributed algorithm is more suited in adhoc networks as that depends on local
information only. Das [46] reported two distributed algorithm of greedy approach. Wan
[13] described a single initiator, MIS based distributed algorithm for UDGs of at most
8opt + 1, O(n) time complexity andO(n log n) message complexity. Hereopt is the
cost of any optimal CDS andn is the number of nodes in the graph. Cardei [14] im-
proved it using degree based MIS and Steiner tree based connectors algorithm to iden-
tify a CDS of size at most8opt for growing from single leader havingO(n) message
complexity andO(n∆) time complexity using only 1-hop neighbourhood information.
Li [16] has reported technique to construct a CDS of size at most (4.8 + ln 5)opt + 1.2

using Steiner connectors. Wu and Li [21] first proposed fullydistributed using 2-hop
information for pruning.

Recently Adjih [12] and Wu [21] reported a local approach forsmall size CDS con-
struction based on multipoint relays. Extended MPRk-hop (k ≤ 3) local information
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based small size connected dominating set construction hasbeen proposed [21]. We
now report a localised CDS construction technique to support mobility with the proper-
ties of quick convergence and self configuration.

6.2.2 Multipoint relays (MPR)

A multipoint relay is a local dominating set of a node to coverits 2-hop neighbours. A
multipoint relay set has the property that each 2-hop neighbour of the node has a neigh-
bour in the multipoint relay set. The multipoint relay set plus node forms a dominating
set of 2-hop neighbour of the node. In order to define it formally in graph theory, we
give the following definitions. LetN[V ] be the set of all nodes in a given setV or have
a neighbour inV .

Definition 6.1 (Cover) V covers a setW whenW ⊂ N(V ).

Let N1(V ) be the nodes at distance-1 fromV , thenN1(V ) = N[V ]− V . Let N2(V )

be the nodes at distance-2 fromV , thenN2(V ) = N[N[V ]]− N[V ].

Definition 6.2 (MPR) multipoint relay (MPR) set is defined in any of following ways:

• A MPR setM is a dominating set of the subgraph induced byN[N[V ]]

• A MPR setM is any subsetM ⊆ N1(V ) such thatN2(V ) ⊂ N(M)

• A MPR setM is a subset of neighbours that covers the 2-hop neighbourhood of
V .

The problem of computing a multipoint relay set (MPR) for a given graphG(V, E)

with minimum size is NP-Hard [12].

6.2.3 MPR based CDS Algorithms

In a pioneering work, Adjih [12] redefined source dependent MPR to source indepen-
dent MPR and reported a novel localized algorithm for constructing MPR based CDS
which is source independent. This approach is later modifiedby Wu [21] and referred
to as enhanced approach for CDS based on MPR.

Both MPR based CDS construction approaches are now described.
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Approach by Adjih, Jacquet and Viennot The following greedy algorithm can be
run on each node to construct locally its MPR sets, which is also called as local domi-
nating set of a node.

Algorithm 9 Greedy algorithm for MPR
1: repeat
2: Add u ∈ N1(v) to M(v), if there is a node inN2(v) covered only byu.
3: Add u ∈ N1(v) to M(v), if u covers the largest number of nodes inN2(v) that

have not been covered.
4: until all N2(v) nodes are covered

The source independent MPR based algorithm-9 is used for CDSconstruction. The
CDS construction scheme uses the following two rules to determine whether a node
belongs to a CDS.

Rule-1 the node has a smaller ID than all its neighbours or

Rule-2 it is multipoint relay of its neighbour with the smallest ID

The set of nodes selected by rule-1 and rule-2 forms a CDS. Applying rule-1 and
rule-2 to the greedy algorithm generates a smaller CDS.

Enhanced approach by Wu Wu [21] pointed out two drawbacks in the source inde-
pendent MPR:i) the nodes selected by rule-1 are not essential for a CDS andii) the
greedy algorithm does not take advantage of rule-2. Wu’s extended approach comprises
of enhanced rule-1 and the extended greedy algorithm, whichare given below.

Enhanced rule-1:the node has a smaller ID than all its neighbours and it
has two unconnected neighbours.

Wu [21] proved that enhanced rule-1 together with the original rule-2 generates a
CDS except when the graph is complete. The extended greedy algorithm is used by
each nodev for identifying multipoint relays. Here nodeu is a free neighbour ofv if v

is not the smallest node ID neighbour ofu.

6.2.4 Mobile object tracking schemes

Online object tracking using hierarchy of regional directories was given by Awerbuch
and Peleg [20], which limit the location updates work after an object moves. Since,
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Algorithm 10 Extended greedy algorithm for MPR
1: repeat
2: Add all free neighbours toM(v)
3: Add u ∈ N1(v) to M(v), if there is an uncovered node inN2(v) covered only by

u
4: Add u ∈ N1(v) to M(v), if u covers the largest number of uncovered nodes in

N2(v) that have not been covered by the currentM(v). Use node IDs to break a
tie when two nodes cover the same number of uncovered nodes

5: until all N2(v) nodes are covered

then several techniques on object tracking that use a variants of hierarchical structure
for tracking of mobile objects in sensor networks have been reported in the literature.
The aim of tracking mobile objects is to handle queries related to their location using
a distributed indexing structure. A scheme reported in [65]uses self stabilizing hier-
archical tracking service for tracking of mobile objects. The drawbacks of tree based
indexing algorithms for object tracking in sensor networksis they have not considered
the aspects of node mobility. We have considered a CDS backbone for our tracking
scheme and also considered adapting CDS to the node mobility.

Algorithms for location tracking of mobile objects work better with weighted CDS
trees. Mobilityprofile basedobject tracking schemes are based on mobility profile his-
tory to derive weights for constructing the CDS tree. The resultant tree holds property
of deviation free paths from every node to sink having minimum hops. Techniques
reported in [17, 18] are used to assign weights to sensor nodes with minimum object
crossing rate. The minimum weight heuristics representsdeviation freepaths.

In a mobilityprofile independentobject tracking scheme the weights to sensor nodes
are determined without simulating object movements or using history of mobility pro-
file. Heuristics based on Markov model [17] using geometric information determined
by Voronoi diagram are used to assign the weights to sensor nodes. A tree construction
algorithm based on a maximum spanning tree [19], registers saving of message trans-
missions in the object tracking based on crossing rates between sensor nodes. Mobility
models which are independent of object mobility profile are of interest to our work.
We use a Markov model that is independent to mobility profile.However, the heuris-
tics we use for our Markov model are different to those used in[17]. We have used
Markov chain using neighbourhood information to reduce thelocation updates for node
mobility.
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6.3 Problem Formulation

Consider a wireless sensor network with fixed number of nodesin which only a few
nodes are mobile at a time. Assume that total number of nodes are fixed and a mobile
node is allowed to move within a region so that full connectivity of the network, includ-
ing mobile nodes is always possible. We assume that a CDS of the stationary nodes is
available and let the location of mobile node be maintained by some node in the CDS.
When a sensor node that is part of the CDS backbone moves, thenthe backbone may
get disturbed. It then becomes necessary to detach that moving node and reconfigure
the CDS to regain proper coverage. This enables the CDS topology to adapt to changes
arising due to movement of some of the nodes. The mobile node needs to be tracked to
ensure its connectivity to the CDS. For a mobile node to get connected to the network,
it beacons messages from time to time which eventually reachsome node in CDS at
most at a distance-2 from the mobile node. A stationary node detects the mobile node
when a node crosses into its transmission range boundary forthe first time. This event
is referred to as boundary crossing, it then notifies this event to its dominator of CDS
for making location updates. The dominator also informs thelocation information to
neighbouring dominators so that they know of the how the nodeis moving. Nodes in
a wireless sensor network have energy constraints, therefore efficiency of self reconfig-
uration and location updates in networks for adaptation of node mobility becomes an
important issue.

Let G = (Vstat ∪ Vmob, E) be a connected graph, where(Vstat ∪ Vmob) are set of
static and mobile nodes, respectively andE is a set of edges.

Definition 6.3 (Adaptive CDS (ACDS)) ACDS(G) is a subset of nodes ofVstat satis-
fying these three properties:

1. It dominatesVstat

2. The subgraph induced by it is connected

3. A mobile nodeVmob is at most at a distance-2 from some node in it.

Thus, ACDS(G) is 2-dominating set of mobile nodes, meaning that any mobile node is
at most at a distance of two from some node in the ACDS, the distance being measured
as the number of edges in any shortest path.

We consider some important differences between ACDS and a self stabilizing CDS.
In ACDS, when a node starts moving it may be removed from the fixed network. When
a node becomes stationary, it may become a dominator. In ACDS, location updates
are triggered when a mobile node crosses a node boundary. Reconfiguration can be
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done inO(n∆3) time. In case of self stabilisation, convergence to legitimate state is
the main goal. Moving node triggers the self stabilization procedures to kick in restore
to legitimate. Stabilisation is done inO(n2) time for every movement of mobile nodes
[66].

In the next two sections we describe algorithms for adaptiveCDS construction and
mobile node tracking.

6.4 Self configuring MPR based CDS construction

The main algorithm for mobility adaptive CDS reconstruction is given as algorithm-13.
It relies on algorithm-11 for identifying potential MPRs and on algorithm-12 for MPR
based CDS construction. Both these secondary algorithms are adapted from related
reported techniques in the literature[12, 21] and can be applied to a set of nodes so that
they work only in a particular region.

We first describe the construction mechanism for the self configuring MPR of a node
x. After that we describe the self configuring CDS algorithm using MPR and finally we
describe the main algorithm for mobility adaptive CDS reconstruction.

6.4.1 Construction of the self configuring MPR of a node

Let us consider only one nodex, thenN1({x}) is the distance-1 neighbourhood ofx

andN2({x}) is its the distance-2 neighbourhood. A MPR setM of a nodex is any
subset ofN1({x}) such thatN2({x}) ⊂ N(M). Thus,M is a dominating set of the
subgraph induced byN(N({x})). The multipoint relay selector of a nodey is a node
which selected nodey as a multipoint relay. For a given nodex, let v be a distance-2
neighbour ofx. We give a simple mechanism to compute MPR set ofx and its selector.

For each pair of nodesx andv ∈ N2({x}), compute the set of nodes that are 1-hop
neighbours of bothx andv, by finding the intersection of the neighbourhoods ofx and
v to give a setS = (N1({x}) ∩ N1({v})). If nodeu ∈ S has the smallest identifier
among them, thenu becomes an element of MPR set ofx, whereas nodesx andv are
both added to the MPR selector set ofu. It may be noted that a node may have multiple
selectors. Thus, nodex selects nodesu as its MPR if the selector ofu is x and other
selector, sayv is its 2-hop neighbour. Thus, every MPR nodeu has one or more pairs
of MPR selectors{ x, v | u is the minimum ID node of the 1-distance neighbourhood
intersectionx andv}. Given nodex, we can find its MPR nodes which are its distance-1
neighbours such that they form the cover of distance-2 neighbourhood ofx.
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Algorithm 11 Self configuring MPR
1: Nodeu broadcasts message to its distance-1 neighbours.
2: Each distance-1 neighbour sayw forwards it to distance-2 neighboursv of u along

with node IDs of forwarding nodes.
3: The distance-2 neighboursv of u after receiving all of them selects the lowest node

ID forwarding nodew as the MPR node.
4: Selected MPR nodew keeps the list of selectors(u, v) for MPR node.
5: Nodesu andv recordw as its MPR.

6.4.2 Self configuring CDS algorithm using MPR

The self configuring algorithm for generating a CDS ofG using MPR is based on the
following principles:

1. Nodex is in CDS as a lowest ID dominator, if it has smaller ID than allits
neighbours inN(x)

2. Nodeu is in CDS as a connector, if it is an MPR of two or more dominators,
As a result of becoming a connectoru may connect two or more dominators
belonging to different components. Distinct components thus getting connected
need to resolve their identities – by taking on the ID of the lowest component

3. Nodeu also takes up the role of a CDS connector if it later detects that it is an
MPR for two or more distinct components

6.4.3 States of a node and information to be stored

Each node of the network can be in one of several states, whichcan be captured in a
local variable calledSTATE which can assume one of the following values:

IDL The node is in an idle state.

DOM The node is a lowest ID dominator. In this case the node needs to record the
following:

• its relays, which may be maintained in a listMPRList_ofDom

• its dominatees, which may be maintained in a listNDMList_ofDom

CON The node is an MPR based connector. In this case the node needsto record the
following:
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Algorithm 12 CDS construction using MPR
1: Nodes inV (G) broadcast their node ID so that each node in its distance-1 neigh-

bourhood can know thelowestID node.
2: if node finds that its node ID is the lowestthen
3: Node becomes dominator sets STATE=DOM and broadcasts its dominator an-

nouncement.
4: Sets its ID as its component ID
5: end if
6: Distance-1 neighbours on receivingdominatormessage first time becomesdomi-

natee, sets STATE←non dominator.
7: if dominateew is an MPR of dominatoru (* u ∈ selector(w) *) then
8: Add u to DomList ofMPR ofw
9: if |DomListofMPR ofw| > 1 (* w is a non-trivial relay *)then

10: Nodew sets STATE←CON
11: Update component ID as a result of adding the new MPR connector
12: end if
13: end if
14: if dominateew is an MPR ofu (* u ∈ selector(w) *) then
15: Any dominateew finding itself connecting distinct components also becomesa

non-trivial relay and set STATE←CON
16: end if

• the dominators it connects, which may be maintained in a listDom-

List_ofMPR

• its own dominator inmyDom

NDM The node is a dominatee and its dominator is recorded inmyDom

MOB The node is mobile.

Thus the variables that are required areSTATE, MPRList_ofDom, NDMList_ofDom, Dom-

List_ofMPR andmyDom. Each node has its uniqueID. In addition, some working vari-
ables such arelowest_ID, selectorList are also be required. A node also needs to record
the ID of the component of which it is a member. By hypothesis complete connectivity
of the network is possible. However, during the process of CDS construction distinct
components could be present which are eventually merged to asingle component.

6.4.4 Adapting the CDS to accommodate mobility

Initially, the network configures itself using the MPR basedCDS algorithm. As a result
a set of independent nodes are identified as dominators and a set of MPR based connec-
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tor nodes are identified to serve as connectors for these dominators. This constitutes a
stable state of the network.

The dominators and connectors together constitute the CDS backbone of the net-
work. When a node starts moving, the CDS could get disturbed,in which case there
is a period of metastability of the network, as the CDS reorganises itself. In order to
handle reconfiguration of the CDS in the wake of a node exhibiting mobility, we con-
sider the cases listed below and actions necessiated thence. As a result of the actions,
the network returns to a stable state with a reconfigured CDS.

Case: A stationary node starts moving:

• Mobile node was a dominator:The mobile nodeu is aware that it is a dominator
node. As a result of its movement the CDS in its region will be severely disturbed
and will require reconfiguration. A new dominator will have to be identified and
MPR nodes for this new dominator will also have to be identified. Each MPR
connector (CON) nodew ∈ N(u) will removeu from its DomListofMPR if u ∈
DomList ofMPR ofw. If, as a result, forw, |DomList ofMPR| ≤ 1, thenw will
cease to be a non-trivial relay.

All nodes inN(u) will be triggered to configure themselves as MPRs for new
dominators that will be identified inN(u). However, non-trivial MPR relays will
continue in their earlier roles, as the departure ofu will not disturb their status.
This will be followed the MPR based CDS construction in the region of N(u).
Thereafter, the coverage and connectivity will be restoredin N(u) and the overall
CDS will once again become stable.

• Mobile node was an MPR connector:The mobile nodew is aware that it is a non-
trivial MPR based connector for two or more dominator nodes.Each dominator
nodesu, whereu ∈ DomList ofMPR ofw, which was connected byw will have
to identify new MPR based connectors for themselves. Note that each nodeu
of these dominators will continue to be then minimum ID node in N(u). Our
initial assumption is the underlying graph will not get disconnected. Therefore,
for each such nodeu, all the nodes inN[u], will have to go through the process of
forming MPR connectors with adjacent dominator nodes. However, non-trivial
MPR relays in these regions will continue in their earlier roles, as the departure
of w will not disturb their status. Thereafter, the coverage andconnectivity will
be restored inN(u), for each suchu and the overall CDS will once again become
stable.

• Mobile node was a regular node:This is the simplest case where the CDS is not
affected and nothing needs to be done to the CDS.

Case: A mobile node halts:
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• Outside coverage of a dominator:Let the mobile node beu. Since there is
no dominator node inN(u), u, itself will have to become a dominator. Before
that it will first initiate identification of MPR based connector nodes to adjacent
distance-2 dominators and then announce itself as a dominator.

• Within coverage of a dominator:Let the mobile node bev and let dominator
of the area where it halts beu. If v has a higher ID thanu, then obviously
nothing needs to be done. However, even ifv has a lower ID thanu, a round of
MPR identification followed by dominator identification inN[u] can be skipped
andv can simply join as a dominatee ofu. However, in any future event where
dominator selection is required inN[u], u will participate in the usual ID based
resolution mechanism for dominator identification.

IDL

DOM

MOB

CON

NDM

Figure 6.1: State transition diagram for self configuration

6.5 Analysis of technique

The following subsections deal with the correctness of the technique and its complexity
analysis.

6.5.1 Correctness of MPR based self configuring CDS construction

In the MPR based CDS construction described here, nodes withminimum ID become
dominators in their neighhourhood. If nodesu andv are such thatN(u) ∩ N(v) 6= ∅,
then algorithm-11 will find MPR based connectors foru andv andu andv (and their
connector and dominatee nodes) will then become members of the same component.
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Algorithm 13 Self reconfiguration of CDS
1: if stationary node is about to become mobilethen
2: if it is a dominator (* STATE=DOM *)then
3: broadcast message “DOM node with ID going MOB”
4: else if it is a connector(* STATE=CON *) then
5: broadcast message “CON node with ID going MOB”
6: else if it is a regular node(* STATE=NDM *) then
7: broadcast message “NDM node with ID going MOB”
8: end if
9: STATE← MOB

10: else ifmobile node is about to become stationarythen
11: broadcast message “MOB node with ID going NDM”
12: if it is within coverage of a dominator(* determined by receipt of appropriate message

*) then
13: STATE← NDM
14: else
15: STATE← DOM (* no reply received from a dominator, it is must itself become one *)
16: initiate identification of MPR connectors
17: end if
18: else ifnode is a stable dominator node(* STATE=DOM *) then
19: if message received is “CON node with ID going MOB”then
20: if ID ∈ MPRList ofDom then
21: remove ID from MPRListofDom
22: if ID ∈ NDMList ofDom then
23: remove ID from NDMListofDom
24: end if
25: initiate MPR identification by algorithm-11 and non-trivial relay identification by

algorithm-12
26: end if
27: else ifmessage received is “NDM node with ID going MOB” and ID∈NDMList ofDom

then
28: remove ID from NDMListofDom
29: end if
30: else ifnode is a stable connector node(* STATE=CON *) then
31: if message received is “DOM node with ID going MOB”then
32: if ID ∈ DomList ofMPR then
33: remove ID from DomListofMPR
34: if |DomList ofMPR| ≤ 1 then
35: STATE← NDM (* DomList ofMPR dropped, to participate in algorithms 11 &

12 *)
36: end if
37: end if
38: end if
39: node responds to messages to participate in algorithm-11 tobecome a potential connector
40: else ifnode is a stable idle node(* STATE=IDL *) then
41: if message received is “DOM node with ID going MOB” and ID= myDomthen
42: STATE← IDL
43: end if
44: end if



6.6. TRACKING OF MOBILE NODE AND LOCATION UPDATE USING CDS127

In this process individual components will grow until no further joining of dominator
nodes of the components by MPR based connectors is possible.

After this process let there be distinct componentsC1, C2, . . . , Cp. At this stage
line-14 of algorithm-12 will kick in. By the hypothesis thatconnectivity of the nodes is
possible, there must exist componentsCi andCj , each having a set of dominatee nodes
Vi ⊂ Ci andVj ⊂ Cj, such that for eachvi ∈ Vi, ∃vj ∈ Vj, such thatvi ∈ N(vj) and
vice versa. Thus the minimum ID nodes ofVi andVj will be chosen as an MPR based
connector by algorithm-11 to connect componentsCi andCj, leading to their merger.
In addition to the minimum ID nodes, locally minimal ID nodeswill also be chosen.
This process will continue until there is only one componentleft.

6.5.2 Correctness of self reconfiguration

The correctness of our technique for CDS self reconfiguration in the presence of node
mobility is essentially based on the correctness of our basic MPR based CDS construc-
tion technique. When a dominator nodeu becomes mobile, a new set of dominatorsD

is chosen inN(u). Similarly, when a connector nodew becomes mobile we consider the
set of dominator nodesD for which w was a connector. In each case a subset of nodes
of D may get isolated from the network and form new components. Bythe arguments
given in the previous subsection, these dominators will be able to identify MPR based
connectors to connect them to the main component. Otherwise, MPR based connectors
will be identified to connect the other dominators directly to distance-2 dominators in
the main component.

6.5.3 Complexity Analysis of Algorithm

The time complexity of the MPR computation isO(∆3), where∆ is the maximum
degree of a node in the graph. The time complexity of CDS computation is at most
O(n∆3), wheren is the number of nodes in the network. The size of the CDS computed
by the algorithm is not optimal, but the algorithm is self configuring.

6.6 Tracking of mobile node and location update using
CDS

Our tracking structure is a CDS. Each node in the tracking path has at most one
non-dominator. Thus, the tracking path has two variants:Path : {mobile node →



128 CHAPTER 6. NODE MOBILITY TRANSPARENT CDS CONSTRUCTION

non dominator → dominator} or Path : {mobile node → dominator}. Nodes in
the path generally point to nodes that are closer to the mobile node. Assume that the
network always maintains a valid CDS (except during the transitory phase of recon-
figuration). Thus, nodes in network can be classified in two types as: nondominators
or dominators. Each non-dominator node also records its dominator. A mobile node
obtains its neighbourhood information either through hello messages or through idle
listening messages. The mobile node then finds out all the 2-hop paths referred to as
tracking paths. When the tracking path has a direct connection to the dominator, the
location of the mobile node with its timestamp is registeredin the dominator whereas
the mobile node records the ID of the dominator. Alternatively, when the tracking path
has an intermediate node to the dominator, the mobile node stores the information of
intermediate node which acts as relay to dominator as a virtual dominator. Thus, the
CDS along withvirtual dominatorsforms the connected dominating set of network in
the presence of mobile nodes. Note that when a mobile node moves out of the region
of current virtual dominator to the region of another virtual dominator under the same
dominator, the mobile node updates only its relay node information. Whenever the mo-
bile node moves the region of a different dominator, it updates not only its dominator
and virtual dominator, but also registers itslocationandtimestampwith its neighbour-
ing dominators at most at a 2-hop distance.

We describe two ways to achieve the node mobility adaptive CDS.

1. Shortest tracking path in CDS where distance means number ofedges in path
between mobile node and some node in CDS

2. Tracking path in weighted CDS having highest weight dominator which is at most
distance-2 away from a mobile node

In the next subsection we describe the tracking of mobile node by the CDS of the
stationary network. In section 6.7.1 we describe a more efficient scheme based on
Markov chain modelling.

6.6.1 Shortest tracking path in CDS

We define shortest tracking path as the shortest path betweenmobile node and some
dominator node in the CDS (at most distance-2 away), where distance is measured by
number of edges involved in the path. The mobile node can receive beacons from either
a non-dominator or a dominator node in the CDS. The non-dominator beacons also
gives the information of its distance-1 dominator node in CDS. Therefore, a tracking
path consists of at most one non-dominator and a dominator. As the mobile node moves
to a new position, it often crosses the communication range boundary of the current
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tracking node and also enters in the range of new node. This triggers in a change of
tracking path as the following way.

1. Non-dominator is changed for a given dominator:For a given dominator in track-
ing path, if only the non-dominator node is changed then the mobile node only
updates its non-dominator on the path to the dominator.

2. Dominator is changed:When the dominator in the tracking path changes, it
updates its neighbouring dominators of the current tracking path. Therefore,
CDS dominator nodes need to keep the location information ofthe mobile node.
Algorithm-14 for tracking path gives the details of creating tracking path to com-
pute the location updates of mobile node.

6.7 Tracking of mobile node using weighted CDS

In this section first we describe Markov chain based scheme for assigning weights to
the CDS leading to a weighted CDS. We then use the weighted CDS, for determining
highest weight tracking path to optimize the reconfiguration by reducing the number of
location updates of the mobile node.

6.7.1 Markov Model for weighted CDS

In this section we will present an improvement on the shortest path tracking technique
discussed in the previous subsection, to track a mobile nodewhile making fewer loca-
tion updates. We assume a discrete time stochastic process defined over a set of states
in terms of a matrix of transition probabilities. Thus, the time values are considered dis-
crete which advance only there are state changes. We assume aCDS forms a backbone
of the fixed network. The fixed network (with a stationary backbone) tracks the mobile
sensor node and reports back to the backbone nodes. In order to avoid redundant report-
ing, we assume that only the sensor closest to the moving nodeis supposed to report.
We assume that deployment area is covered and the underlyinggraphG(V, E) is con-
nected, whereV is the set of sensor nodes and edge〈i, j〉 ∈ E∀i, j ∈ V, iff ||i, j||2 ≤ ρ,
for maximum transmission radiusρ. ρ may be treated as the unit distance.G is also
assumed to include the mobile nodes. It can be used not only totrack the mobile node
but also compute the mobility profile by labeling backbone nodes with a weightwi,j

that represents the crossing rate of moving nodes between backbone nodesdi anddj .

Consider a CDS ofN nodes of a (large) wireless sensor network. The dominators
separated by at most 2-hop distances and having common connectors form neighbour-
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Algorithm 14 Shortest tracking path using CDS
1: find shortest path between mobile nodemi and any dominatordj in the CDS (at

most distance-2 away).
2: if dominatormobile =⊥ and shortestpath(mi, dj) < 2 then
3: mobile node updates thedominatormobile = dj and informs to dominator.
4: Dominator updates the new location of the mobile node inmobile loc ←

mobile node-ID. It also informs to its neighbouring dominators.
5: else ifshortest-path(mi,dj)=2 (* a non-dominatorndij node exists on the path be-

tween the mobile node and the dominator *)then
6: Seton path← ndij atmj , wherendij=on-path(mi,dj)
7: else ifshortest-path(mi,dj)=1 (* no intermediate node *)then
8: Seton path←⊥
9: end if

10: if on path node is changed betweenmi, dj anddominatormobile = dj is unchanged
then

11: Seton path← ndij, wherendij=on-path(mi,dj)
12: end if
13: if the shortest path is changed to different dominator (*dominatormobile 6= dj∧

shortestpath(mi, dj)=1 *) then
14: Update statedominatormobile = dj andon path ←⊥ and informs to the domi-

nator for its location update at dominator.
15: Dominator updates the new location of the mobile node asmobile loc ←

mobile node-ID.
16: Dominator sends location update to its neighbouring dominator.
17: else ifthe shortest path is changed to different dominator (*dominatormobile 6= dj∧

shortestpath(mi, dj)=2 *) then
18: Update statedominatormobile = dj and on path ← ndij, wherendij=on-

path(mi,dj) and informs to the dominator for its location update at dominator.
19: Dominator updates the new location of the mobile node inmobile loc ←

mobile node-ID.
20: Dominator sends location update to its neighbouring dominator.
21: end if
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hoods in the CDS. Suppose a dominatordi hask neighbouring dominators. By neigh-
bouring dominators, we mean that dominators which are at most at a distance of 2-hop
and having a common connector.

2r
r

u’=(u’x,u’y)

u=(ux,uy)

Figure 6.2: Uniform distribution region of node mobility

Let X(t) denote the stochastic process to model the mobility of mobile nodes. The
random variableX is uniformly distributed over the sub-interval of(0, 1) such that
probability density function is computed by considering the radial uniform random
movement of mobile node between dominatordi and its neighbouring dominatorsdj

(1 ≤ j ≤ k), wherek is constant represents the maximum number of (at most distance-
2) neighbouring dominators in UDG. Let each dominatordi know the set of its neigh-
bouring non-dominator nodesQj which it dominates and the sum of non-dominators of
its neighbouring dominatorsp represented by

∑

1≤p≤k |Qp|.

The probabilitypi,j that a mobile sensor node moves out of the duty area of a back-
bone nodedi and moves into the duty area of backbone nodedj (1 ≤ j ≤ k), given the
fact that mobile node is currently under the surveillance ofsensor nodedi is computed
as

pi,j =











|Qj|
|Qi|+

Pk
p=1 |Qp|

if (jx − ix)2 + (jy − iy)2 ≤ (π.ρ)2

0 otherwise

Note that
∑

j pi,j = 1. We have no knowledge of the next move of the mobile node
knowing its past history and current position of the node. Thus, for anyt ≥ 0 yields the
following transition probability.

pi,j = Pr[Xn+1 = j|Xn = i] (6.1)

The state transition probabilities for this process may be obtained as a matrix called
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astransition probability matrix.
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(6.2)

Thus, for a Markov chain,M represents the probability that tracking system in statei

will enter statej at the next transition.

Let pn
i = Pr[X(n) = i] be probability that the process is in statei at time n,

for any integern ≥ 0 and connected dominating seti ∈ {1, . . . , N}. Suppose this
process satisfies the Markov property thatX(m) = j given thatX(n) = i, X(n + 1) =

in+1, . . . , X(m− 1) = im−1 depends on current state only and not on the history. Thus,
X(m − 1) = im−1. The state transition probabilities afterm moves can be defined by
m-stage transition probabilities denoted asp

(m)
i,j . Them-stage transition probabilities

p
(m)
i,j can be computed by using Chapman-Kolmogorov equation.

p
(m)
i,j =

M
∑

k=0

(p
(r)
i,k .p

(m−r)
k,j ), ∀(0 < r < m) (6.3)

The properties of thefinitestate Markov chain are summarized below:

1. Markov chain is irreducible:this means that, it is possible to get to any state from
any state in anirreducibleMarkov chain.

2. Markov chain is aperiodic: this means that, the return time is not fixed for any
state.

3. Markov chain is positive recurrent:sinceMm converges asm→∞, the number
of times any state is entered is infinite form→∞.

From the above properties, we observe that there exists a unique stationary distribu-
tion π (a (row) vector in M) which satisfies the equationπ = πM.

In addition,Mm converges to a rank one matrix in which each row is the stationary
distributionπ, i.e. limk→∞ M

k = 1π, where1 is the column vector with all entries
equal to1. Therefore, usingM andπ, the weightswi,j for the connected dominating
set can be ascertained aswi,j = (πi × pi,j).

Each node in the CDS is assigned a weightwi,j, which represents the mobility
profile of nodes around its domination region. The higher theweight, the bigger is the
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region of domination. Thus higher weights represent lower rate of crossing of mobile
nodes across dominators resulting in lower degree of location updates in tracking. In
the next section, we use the weighted CDS to track the mobile nodes.

Example 6.1 [Construction of Markov chain]

Consider a sensor network shown in figure-6.3 withCDS = {2, 4, 6} and a mobile
nodex. Let the transition probability matrixA = [p1p2p1; p2p6p3; p5p3p4], wherep′is are
the transition probability. For a random walk ofn-steps on the Markov chain converges.
Using equation-6.3 we obtain the weights which are assignedto CDS. 2

1
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3

4

5

6

7
x

mobile node

Figure 6.3: Connected dominating set with mobile nodes

1−2−3

42
p1

p2 p3 p4
6

5−6−7

p5

p6

Figure 6.4: Markov chain for connected dominating set

6.7.2 Mobility tracking using weighted CDS

Algorithm-15 is meant for tracking mobile node by the CDS backbone. Let the mo-
bile node maintain two variables:dominatormobile andon path. When a mobile node
moves from its current location, it maintains its connection with the backbone. The
mobile node finds the highest weight distance-2 path to the highest weight dominator
node in CDS and records it in asdominatormobile. As soon as mobile node moves out
from the domination range of current statedominatormobile, it needs to self configure.
A variableon path maintains the intermediate node, if any, in distance-2 pathto reach
some node in CDS according to its weight. The mobile node connects to the CDS back-
bone via the intermediate node maintained in itson path called as virtual dominator.
At any point of time, the backbone nodes along with the virtual dominator inon path

forms the connected dominating set of the network. There aresteps in algorithm-15 to
correctly maintain the variablesdominatormobile andon path in the mobile node.
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The dominator in the tracking path also records the current position and ID of a
mobile node viamobile loc. When the mobile node moves to a new dominator in the
tracking path, its information needs to be refreshed to remain consistent. Therefore, its
new dominator sends the updates to its neighbourhood dominators.

Algorithm 15 Location update of mobile node by weighted CDS based tracking
1: if dominatormobile =⊥ and exists a highestwt path(mi, dj)≤ 2 then
2: Setdominatormobile = dj and informs to dominator.
3: Dominator updates the new location of the mobile node inmobile loc ←

mobile node-ID. It also informs to its neighbouring dominators.
4: end if
5: if mobile mi moved away from dominatordj (* dist(mi, dj) > 2 *) and

dominatormobile = dj then
6: Updatedominatormobile =⊥ and informs to dominator.
7: Dominator updates the new location of the mobile node inmobile loc ←

mobile node-ID. It also informs to its neighbouring dominators.
8: end if
9: if dominator is at distance-2 andndij=on-path(mi, dj) andon path 6= ndij then

10: Seton path← ndij and informs to dominator.
11: Dominator updates the new location of the mobile node inmobile loc ←

mobile node-ID. It also informs to its neighbouring dominators.
12: end if

Consider a mobile nodemi trying to connect to some dominatordj ∈ D. Notations
used in algorithm-15 are defined as follows.

1. highest weight 2hop path(mi, dj): Let each dominator nodedj ∈ D be as-
signed a weightwj by the Markov Model. LetS be the set of all paths at most
of 2-hop lengths (using hop count as a distance metric) between mobile nodemi

and some dominator nodedj ∈ D, whereD is the dominating set ofG. From
the setS of 2hop(mi, dj) identify a path with the highest weightwj dominatordj

using lexicographic order(wj , ID(j)).

Lexicographic order:(wj, ID(j)) ≥ (wk, ID(k)) for all k, j ∈ S [k 6= j] (iff
wj > wk or (wj = wk andID(j) < ID(k)) ).

2. on 2hop path(mi, dj, nm): Assume that each node in network has a unique node
ID. Let ID(node) be a function returns the node ID. LetS ′ ⊆ S be subset of all
highestweight 2hoppaths between mobile nodemi and highest weight domina-
tor dj, whenhighest weight 2hop path(mi, dj) = 2. Among all the paths inS ′,
let there be highest weight path with intermediate nodenm ∈ {V (G)−CDS(G)}
having the lowest ID.

∃nm[ID(nm) < ID(nl), forall(nl 6= nm) ∈ S ′]
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Example 6.2 [Tracking of mobile node] Consider example-6.1, which assume a sensor
network shown in figure-6.3 with CDSD = {2, 4, 6} and a mobile nodex and the
transition probability matrixAn = [pn

1p
n
2p

n
1 ; pn

2p
n
6p

n
3 ; pn

5p
n
3p

n
4 ], wherepn

i ’s are then-
stage transition probability and using the weighted CDS. Let a mobile node-x is in the
radio range of nodes{3, 4, 5}. When the mobile nodex leaves the boundary of node-3,
it has two options for handing over its locations{4, 5}. In weighted CDS tracking path
if the weight(5) > weight(4) then transition to node-5 saves the location update at CDS
node-4 bypassing the transition to CDS node-6. In the shortest hop path the node-4 is
selected which may yield more number of location updates if the mobile node continues
the crossing in the range of node-5. This example illustrates the usefulness of weighted
heuristics for reducing the location updates of a mobile node. 2

6.7.3 Complexity of single node tracking algorithm

The location of mobile node is maintained at CDS backbone. Any node of fixed when
observes a mobile node in its region it updates its location to its dominator. The dom-
inator on receiving the location for the first time not only records the location of mov-
ing node but also updates to its 2-hop neighbours in CDS. By update at 2-hop CDS
neighbour, we mean that the previous trace of its location need to be erased in location
updating. We may use the timestamp of mobile node to ensure the correct updating of
current location maintained by only one CDS node at any pointof time locally. Thus,
for every2d moves the number of location updates required ind as shown in figure-6.5.
The amount of work by non-dominator is at mostd for node mobility ofd boundary
crossing. Therefore, tracking algorithm observes location updating complexity of at
mostO(d. log d) for tracking of single node.

update−1 update−2

update−3

move−1 move−2 move−3 move−4 move−5move−6

d−updates at CDS for every 2^d boundary crossings

Figure 6.5: Complexity of location update for tracking single node mobility

6.8 Simulation results

We divide this section into four parts with the aim of bringing out the performance
analysis of major issues in the proposed node mobility transparent CDS algorithm:i)
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size of CDS identified by algorithm-12 for self configurationis compared to a well
known CDS construction algorithm reported by Alzoubi [59],ii) messages required by
algorithm-12 for self configuration compared to messages required by Alzoubi’s CDS
construction [59]iii) performance of node mobility measured using location update
metric andiv) comparison of updates required by Markov chain based model vs shortest
tracking path

Consider a sensor network with nodes having maximum transmission range 25 units
dispersed randomly in a fixed target area of 100×100. The number of nodes is varied
in this experiment from 25 to 400. We assume that the network is connected. In the
experiments we use an event driven simulator. Messages required to achieve self con-
figuration in course of the simulation are monitored and counted. The size of the CDS is
recorded. These experiments are conducted for algorithm-12 and Alzoubi’s technique
[59] to get the required data to compare CDS sizes and messagecounts.

Once a valid CDS is obtained, behaviour of the network nodes in response to mo-
bility of its nodes, in order to track the mobile nodes is again monitored and neces-
sary statistics on location updates is collected. These experiments are conducted for
algorithm-14 (shortest tracking path using CDS) and algorithm-15 (Markov chain based
tracking) to get the required data for making a comparison onthe number of location
updates made by the two techniques.

We assume a mobility model for simulating the node mobility where the mobile
node makes a straight run from one end of the rectangular areato the other end. Sensor
nodes placed in the linear trajectory of the mobile node are triggered when the mobile
node for the first time enters their transmission range. Resulting location updates on the
crossings are monitored for making the performance comparison.

The specific experiments are described below.
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Figure 6.6: Performance comparison of CDS algorithm (transmission range is 25)
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Figure 6.7: Performance comparison of messages to configurethe CDS starting from
initial state in algorithm-12 vs Alzoubi’s CDS algorithm

1. Size of CDS:We observe the size of the CDS in the simulation experiments us-
ing self configuring CDS as the performance metric to comparewith Alzoubi’s
CDS [13]. The simulation results is shown in figure 6.6 compares the CDS size
identified by the proposed CDS with the Alzoubi’s CDS method.

We observe from the simulation study that CDS identified by our proposed CDS
algorithm is of smaller size compared to that of Alzoubi’s CDS approach.

2. We also analyze the number of messages required to configure the CDS start-
ing from initial state when none of nodes are dominators. Theperformance of
algorithm-12 is compared to Alzoubi’s CDS in terms of messages required to
configure a CDS ofG. Results are shown in figure-6.7. We observe a substantial
reduction in messages required.

3. Description of mobility model:Consider a straight run movement of mobile
node which retraced back and forth between the two boundary of rectangular
region. We assume a single node becoming mobile whereas restof the net-
work remains fixed. The nodes in fixed network observes tracking when the
mobile nodes crossing inside its transmission region boundary for the first time.
In order to observe effectively adapting the node mobility,we describe a sim-
ple mobility model. Let each node assumes Euclidean coordinates and are
placed in linear grid such that its incrementing thex-coordinate node moves
to forward node whereas decrementingx-coordinate node moves to backward
direction. When the mobile node is within the range of node with coordi-
natesx, y, the mobile nodes can move to left node(x − 1, y) or right node
(x + 1, y) linearly. When the node reaches the right boundaryRx it rebounds
back Rx > (x + 1)?(x + 1): (x − 1). Similarly, mobile node reaching left
boundaryLx it rebounds backLx < (x − 1)?(x − 1) : (x + 1). Such a node
which observes the mobile node maintains the location. The location updates is
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compared when the nodes maintain location with the locationwhen maintained
by CDS nodes and is shown in figure-6.8. We observe that numberof updates is
quite reduced when maintained by CDS nodes. In order to update the location
of mobile node efficiently we, assume that CDS nodes only maintains location of
mobile node.
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Figure 6.8: Performance comparison of location updates in nodes vs CDS nodes

The path from mobile nodex to intermediate nodea to dominatord is called
tracking path. The location is updated only when the node moves out from one
dominator region to another dominator region based on time stamp of mobile
node. The tracking path is ascertained using highest weight2-hop tracking path
from x to some dominatord. We compare our weighted CDS approach with the
shortest path based tracking approach in terms of location updates for mobile
node. The comparison is shown in figure-6.9. We observe that weighted CDS
brings in substantial reduction in location updates for tracking of mobile node.
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6.9 Summary

We have reported an efficient node mobility transparent CDS construction technique
for sensor networks. The scope of application of this algorithm ranges from energy
recharging of nodes to strategic military applications which self configures a small CDS
based backbone and using self reconfiguration and adaptation when a few node in CDS
are mobile. This self organizing CDS construction algorithm integrates three main
approaches:i) self configuring CDS construction and self reconfiguration when node
becomes mobile or becomes stationary,ii) adaptation of mobile nodes using tracking
technique by CDS backbone for its location updates andiii) optimization using Markov
model based weighted CDS to reduce self reconfiguration and tracking updates. The
self configuring CDS algorithm has time complexity ofO(n∆3), wheren is number
of nodes in network and∆ is the maximum node degree ofG. The location updates
of mobile node by weighted CDS achieves 40% reduction compared to shortest hop
tracking path approach. The complexity of node tracking approach isO(d log d), where
d is the number of boundary crossings.
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Chapter 7

Conclusions

The work presented in this thesis comprises of domination techniques forlifetime prob-
lems in sensor networks. In the perspective of sensor networks, the following graph
domination problems on unit disk graphs are addressed in thethesis: minimum con-
nected dominating set, maximum domatic partition and maximum connected domatic
partition. These problems are NP-complete, therefore we considered approximation
solutions guided by assessment of the quality of solutions for the NP-complete domi-
nation problems. We have also addressed the problem of self organisation of the virtual
backbone in the presence of node mobility. All the solutionsthat have been presented
here are essentially distributed algorithms in view of the distributed nature of the target
platform. Results and findings of this research work for the specific problems consid-
ered in this thesis are summarised in the next section.

7.1 Contributions

Efficient clusterhead rotation via domatic partition In this work, we considered
the problem of constructing a domatic partition of nodes in asensor network when the
nodes are equipped to determine their location information. It helps in maximizing the
lifetime of clusters induced by disjoint dominating sets, thereby prolonging the lifetime
of the network. This first work of the thesis presents a self organization technique for
the maximum domatic partition problem. Each node is equipped with geographical
positioning system (GPS) or assumes some localization service in place which assigns
location using a few nodes equipped with GPS. The domatic partition algorithm pro-
vides an energy efficient solution to the hierarchical topology control problem in sensor
networks by means of energy efficient load balancing, thereby prolonging the network
lifetime. Our simulation studies indicate that our technique is competitive in perfor-
mance with other available schemes.
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Rotation of CDS via Connected Domatic Partition In this work, we considered
the problem of constructing a connected domatic partition for the network graphs with
connectivity information only. The underlying aim again was to prolong the network
lifetime in providing a CDS based backbone by enabling load balancing across all net-
work nodes. This second work of the thesis is a heuristic driven distributed algorithm
to find an approximate solution to the maximum connected domatic partition problem
which is NP-Hard. We assume a general model for ad hoc networks with connectivity
information only. By connectivity, we mean that nodes in sensor network neither have
location information nor can they sense the distances. Therefore, nodes can reach their
direct neighbors within their maximum transmission range through messages, but can
reach non-neighboring nodes only through multi-hop communication. We have intro-
duced a proximity heuristics for partitioning the network graph. A matching scheme
then produces an approximate solution to the maximum connected domatic partition.
The connected domatic partition of the network ensure not only CDS based general
backbone but also prolongs network lifetime by load balancing.

CDS construction using a collaborative cover heuristic In this work, we consid-
ered the fundamental problem of constructing a connected dominating set from a single
leader. This third work of the thesis is a distributed algorithm for finding an approx-
imate solution to the minimum connected dominating set problem, which is also NP-
complete. Our algorithm assumes the existence of a single leader which initiates the
construction of connected dominating set. We have introduced a collaborative cover
heuristic to find the local best cover which helps to optimizethe CDS construction pro-
cess. The approximation factor of our approach is at most(4.8 + ln 5)opt + 1.2, where
opt is size of any optimal CDS. This approximation scheme is wellsuited for lossless
aggregation backbone function in sensor networks. The simulation study reveals a sub-
stantial improvement in reducing the energy dissipation results in prolonging the life of
node and the network.

Node mobility transparent CDS construction algorithm In this work, we consid-
ered the problem of constructing MPR based self organizing connected dominating set
with the objective of handling node mobility efficiently andtransparently. We have
extended the basic MPR based dominating set constructing technique to support self
organisation in the presence of node mobility. Our MPR basedCDS construction al-
gorithm has three main functions:i) self configuring MPR based CDS,ii) self recon-
figuring CDS when a node in CDS becomes mobile or halts after completing mobility
operation andiii) adapting the CDS to keep the mobile node connected to the CDS
backbone by tracking its location. Two tracking schemes have been developed. The
first one uses the shortest-hop path to the mobile node from the nearest CDS domina-
tor. The second is a Markov model based scheme to predict the movement of the mobile
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node. This scheme has the advantage of making fewer locationupdates over the simpler
shortest-hop path based tracking scheme, but has a higher computational overhead. Our
tracking approach has the complexityO(d log d), whered is the number of boundary
crossing by a mobile node.

7.2 Directions for further work

There are ample topics to explore within this research area.Domination algorithms
and protocols developed for sensor networks could also be applied for other kinds of
networks as well. Application of the techniques developed here for different types of
networks, such a peer-to-peer networks can also be considered. Improvement of ap-
proximation bounds for various graph theoretic problems considred remains an impor-
tant challenge. Development of a scheduling technique based on local information so
that each node coordinates with a local coordinator to generate a local schedule would
also be of interest.
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