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Abstract

Wireless sensor networks propound an algorithmic resgamablems for prolong-
ing life of nodes and network. The domination algorithms eadress some of fun-
damental issues related to lifetime problems in ad hoc andasenetworks. Most of
the graph domination problems axdP-completeeven with unit-disk-graphs. The in-
vestigation of the thesis addresses some of lifetime issusensor network with the
approximate domination algorithm.

In this work, we considedistributed algorithms of some important domination
problems namely, maximum domatic partition problem (DRR3ximum connected
domatic partition (CDP) problem, minimum connected dorintaset (MCDS) prob-
lem, node-mobility transparent connected dominating seiblpm in context of unit-
disk graphs and obtain solutions using state-of-the-anicies of well-known MIS
(maximal independent sets). We incorporated self-orgdinaz feature to domatic par-
tition for sensor networks. Domatic partition problems kasety of applications. In
sensor networks our deterministic self-organizing domgdirtition algorithm is used to
provide maximum cluster lifetime in hierarchical topologyntrol of sensor networks.
Minimum connected dominating set is reported to providertual backbone for ad
hoc networks. The maximum lifetime of connected dominasey felt constrained
to support virtual backbone in sensor networks. We modéiedntaximum lifetime
connected dominating set as connected domatic partitioblgm. We introduced a
distributed algorithm for connected domatic partition lgeon. To our knowledge no
such connected domatic partition is reported in literature

The minimum connected dominating set has drawn a consilgeredearch interest
and several approximation schemes are reported. We haeeluced a collaborative-
cover heuristic and developed a distributed approximadigorithm for minimum con-
nected dominating set problem using it with a single leadetirig an approximation
factor of (4.8 +1n 5)opt + 1.2, whereopt is the size of any optimal CDS i@d. This ap-
proximation provides an effective loss-less aggregatiamekbone for sensor networks.
The results show the improvement in prolonging the life ofsse networks. The CDS-
backbone gets disturbed by the mobility of nodes. We dewel@n integrated scheme
adapting CDS to the node’s mobility transparently and effidy. Adapting CDS to
node-mobility is carried out by using four steps:reinforcing a self-organization to
a multi-protocol relay(MPR) based connected dominatirtg g reinforcing self-re-
configuration of CDS when a node becomes mobile or halts adtdyile operation;i:)
adapting CDS to mobile-node by tracking of mobile node fedaication updates and
iv) optimizing location updates using weighted CDS based on kdtanodel.

Keywords Ad hoc networks, clusterhead rotation, Connected Donmigeget, Con-
nected Domatic Partition, node mobility
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Chapter 1

Introduction

Recent advances in VLSI, MEMS and other technologies haveédehe growth of
tiny, cheap and low power wireless sensor nodes equippéddttuige main units: ra-
dio frequency (RF) transceiver, processor and a sensqmmiith is capable of sensing,
computing and communicating by wireless. The battery pedisensor nodes are often
deployed in remote geographic locations and their energgceacannot be replenished.
Newer applications for surveillance, environmental conéind defence are possible by
deploying a large number of sensor nodes in the target amg@m@tessing the infor-
mation gathered from them. A wireless network of sensor squé¢SN) is capable of
sensing information of the environment, such as tempeapressure, humidity, illu-
mination, etc. The network is also capable of compressitigrifig and analyzing the
data to some extent. The gathered and processed informstisnally communicated
to one or more base stations. Nodes route data through iaetkate nodes destined
eventually for the base station. Thus, the nodes act asrsoimeddition to sensing.
Nodes can directly communicate with nodes within their maxin transmission range.
Unit disk graphs (UDG) are intersection graphs of nodes eafinal transmission ranges
and provide a graph theoretic model for developing algorgtior WSNs.

While conventional networks aim to achieve high quality efvsce provisioning
or high bandwidth, sensor networks protocols must focusanly on efficiency of
communication with an eye on power conservation. For thegdesf WSN protocols,
this tradeoff opens up the option of prolonging operatidetime at the cost of lower
throughput or higher density of node deployment. Netwdiiine in sensor networks
is referred to as the time elapsed until the first node (omade) in the network depletes
its energy completely. In applications, where all the naatescritical, lifetime refers to
the time when the first node dies.

Many researchers have looked at extending the lifetime af@l@ss system through
the use of more efficient hardware. However, use of energgiefii or power aware
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protocols is a relatively new concept emerging in wirelessumorking. Until recently,
most of the clustering techniques concentrated on hieiGalty organizing sensor net-
works for remote data gathering application. In clustepngtocols, clusterhead nodes
are loaded with more computational and communication |dweh thon-clusterhead
nodes[2, 3, 4]. Clustering protocols in sensor networks @imxploit in-network data
aggregation in reducing number of communication havingrdgeoff of reduced qual-
ity of solution. Protocol designers then realized the neetblad balancing to distribute
the computational overheads of aggregating points or@lheads across the network
nodes to save early exhaustion of nodes. Energy consumgtiansensor node can
be broadly classified as useful or wasteful. By useful enemysumption, we mean
node consuming energy in transmitting or receiving dateallcomputations and for-
warding data to neighboring nodes. Examples of wastefulggn@nsumption are the
overheads due to idle listening, retransmitting, load heiteg and generating control
packets. Due to high cost of communication and limited enatgs natural to seek
decentralized, distributed algorithms for wireless semsziworks which can prolong
network lifetime.

WSNs are ad hoc in nature, having no physical infrastrudtursupport of network
services such as routing, broadcasting, in-network agdi@yand connectivity man-
agement. A virtual backbone can be formed to support sushces: Nodes working
on the virtual backbone suffer from early energy exhausticarge scale deployment
of sensor nodes in wireless sensor networks needs an effagamnization of network
topology for reducing communication and prolonging life redtwork. Hierarchical
topology control employs load balancing to rotate the rdielasterhead operation
across the network nodes to prolong the life of nodes andorktw

The rest of the chapter is organized as follows. Section tesgmts a compact
survey of the literature and brings out the motivation of Winerk presented in this
thesis. Individual chapters contain additional surveyt teaspecific to the problem
handled there. Section 1.2 presents an overview of thesthsk and summarises the
contributions made. Section 1.3 describes the organizafithe thesis.

1.1 Literature Survey and Motivation

In this section, we present a brief survey of literature anttipics of interest to the the-
sis. The scope of survey is divided into the following areabringing out the motiva-

tion of the thesis work: hierarchical topology control ohser networks, domatic parti-
tion problems in sensor networks, minimum connected dotimgaet (CDS) problem

and self reorganization of connected dominating sets is@emetworks. This survey
provides the motivation of the problems that have been wbdtein the thesis.
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Clustering for Hierarchical Topology Control of Sensor Networks Clustering
techniques can be divided as centralized or distributeskdban whether network wide
information or local information is collected to decide thygtimal hierarchical topol-
ogy control. We present the review of a few distributed @dusg schemes to reveal the
important issues such as re-clustering.

LEACH (Low Energy Adaptive Clustering Hierarchy) [3, 5] iotluced the tech-
nique of randomly rotating the role of the clusterhead amalhghe nodes for equal
distribution of high energy load. LEACH provides signifitanergy savings, pro-
longed network lifetime by applying localized algorithmsdadata aggregation within
randomly self elected cluster heads. The main drawback @&QHE is the periodic
re-clustering to elect a new set of clusterheads. Thuslustering has a substantial
wasteful energy overhead.

HEED (Hybrid Energy-Efficient Distributed Clustering) is@ther protocol to pro-
long network lifetime, using clustering [2] but, using a higbapproach: clusterheads
are randomly selected based on their residual energy anesrjoth clusters such that
communication cost is minimized. Like LEACH, HEED also ifwes the periodic re-
clustering to elect a new set of clusterheads. Thus, it alffers from a substantial
wasteful energy overhead.

Recently a distributed minimum cost clustering protocoQ@®P) [6] based on clus-
ter centric cost heuristic has been shown to improve netwfame as compared to
the HEED protocol.

In a fixed clustering scheme LEACH-F [5], the clusters idigdiin the initial round
becomes fixed. For load balancing, the clusterhead rotadedly within its fixed clus-
ters. Thus, the fixed clustering scheme results in less gioeerhead due to the rotation
of clusterheads locally compared to adaptive clusteritgeses such as LEACH and
HEED. However, fixed clustering results in a major drawbatkigher overhead in
communication energy due to skewed inter cluster and iltrater distances. The ad-
vantages of adaptive clustering and fixed clustering mtas/ghe need of an efficient
load balancing scheme for clustering protocols which sthdnd rotating the roles of
clusterhead with the balanced inter cluster and intratehuommunication distances.

Domatic Partition Problems in Sensor Networks For a given graplG = (V, F),
the domatic partition of/ is a partition ofl” into dominating sets. The domatic num-
ber D(G) of GG is the size of the largest domatic partition. Note thHt7) < § + 1,
whered = §(G) denotes the minimum degree 6f A graph is said to be domati-
cally full if its domatic numberD(G) = 6 + 1 (i.e. the maximum domatic number).
Finding a maximum sized domatic partition is NP-Comple&sgE[7] reported the first
non-trivial approximation algorithm for the domatic pédn problem that guarantees
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the largest approximation fact%, where A denotes the maximum degree of a
node inG. The problem of finding the maximum number of disjoint dontiimg sets is
modeled as the domatic partitioning of a network graph[®,8,0]. Three distributed
algorithms for finding largé&:-domatic partition £ > 1) for different graph models are
reported in [9]. AnO(1) roundk-domatic partition algorithm is reported in [9] for unit
ball graphs (UBG) in Euclidean space where all nodes knowv tven locations. For
UBGs, thek-domatic partition algorithm give®(log™ n) time on metric space with
constant doubling dimensions and when only pairwise degsutretween neighboring
nodes are known. Finally, for growth bounded graphs usirlg cmnnectivity informa-
tion, thek-domatic partition algorithm give@ (log A log™ n) time. None of the reported
domatic partition schemes consider self organisationa@spenhich is required in sen-
sor networks. In the thesis, we consider aspects of selingggaon in the domatic
partition problem. Dominating sets of domatic partitionsensor networks often need
to be connected. For applications of connected dominagtgy $he related problem
becomes connected domatic partitioning (CDP). There iglonited coverage of CDP
in the literature. This has motivated us to work on the CDRojam.

Minimum Connected Dominating Set Problem in Sensor Network The possibil-
ity of using a CDS as a virtual backbone was first proposed 8¥ 18 Ephermides[11].
Since, then many algorithms to construct CDS have beenteparhich can be clas-
sified into following four categories based on constructigncentralized algorithms,
i) distributed algorithms using single leadm, distributed algorithms using multiple
leaders andlv) localized algorithms. The centralized algorithms requieework wide
global information and hence is not suited for wireless sem&tworks which have
no centralized control. Due to its large approximation dactultiple leader based
distributed CDS construction is not effective for explogilossless in-network aggre-
gation. The localized CDS construction approach, first pssal by Adjih[12], is based
on multipoint relays (MPR) but no approximation analysighadt algorithm is known
to be reported. Thus, for the problem of lossless aggregati®VSNs, our interest is in
works related to distributed algorithms using single leddethe minimum connected
dominating set.

Single leader based distributed algorithms for CDS coestyn[13, 14, 15, 16] as-
sume the availability of an initial leader.The base statsavften the initiator or a leader
election algorithm is used for the initiator. The distribdtalgorithm uses the idea of
identifying an MIS first and then a set of connectors to conhtiee MIS is identified
to form a CDS. Alzoubi[13] presented an ID based distribukgbrithm to construct
a CDS tree rooted at leader. This MIS based distributed glhgorfor UDGs uses a
single initiator to construct a CDS. The approximation éacin the size of the CDS
obtained is at mosiopt + 1, whereopt is the size of any optimal CDS. The time com-
plexity is O(n) and the message complexity@gnlogn). This algorithm was later
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improved by Cardei[14] with approximation 86pt using degree based heuristics and
degree aware optimization for identifying Steiner pointlas connectors in CDS con-
struction. The distributed algorithm [14] growing from gle leader ha®)(n) message
complexity andD(An) time complexity using 1-hop neighborhood information. $hu
the problem of minimum connected dominating set with a ginghder helps to iden-
tify the aggregation backbone in a WSN. The better known @ppration guarantees
to minimum CDS with a single leader are reported8agt + 1 [13], S8opt [14] and
(4.8 +In5)opt + 1.2 [16].

Node mobility in CDS in Ad hoc and Sensor Networks The CDS backbone gets
disturbed mainly due to node failures or node mobility. Irsttontext, we have sur-
veyed some works on self organisation and object tracking/8Ns, which can be
classified asi) mobility profile based tracking[17, 18, 19] and online tracking[20],
based on mobility profile history information or online imfieation of mobile node. On-
line tracking of mobile objects using a hierarchical stwretcalled regional directory
service to limit the updates in tracking algorithm was gibgmAwerbuch and Peleg[20].
This scheme is of interest to us in terms of making locatiotiat@s while tracking mo-
bile nodes but differs completely with the approach useduytracking algorithm. Hs-
ing’s mobility profile algorithm[19] works independently mobility history and uses
a Markov model based on geometric information to constiuetrhaximum spanning
tree for estimating the object crossing rates between sgengbere scheme does not in-
volve mobility of network nodes. This scheme is interestiuowork as our scheme also
uses Markov chain model but we do not use geometric infoonatRecently Adjih[12]
and Wu[21] reported an approach for small size CDS constmuttased on multipoint
relays. Extended MPR-hop (¢ < 3) local information based small size connected
dominating set construction is reported in [21]. The loc&Mbased CDS scheme is
of interest to our work because of its small size and locdl@®struction, can be easily
adapted to changes arising due to node mobility. The regpatbemes do not consider
the adaptability of MPR based CDS construction to node nitgbiVe have, therefore,
worked to develop a scheme for an adaptive MPR based CDSraotigh for node
mobility.

1.2 Overview and Contributions of this Thesis

In this section we first list statements of the problems tlaaehbeen addressed in this
thesis and then give outlines of the methodologies adotethéir solution. We also
mention specific contribution made in each case. The prablemwireless sensor
networks addressed in the thesis are:
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1. Design of a distributed algorithm for self organizing datia partition problem

2. Design of a distributed algorithm for the maximum conedaflomatic partition
problem

3. Design of a distributed algorithm for the minimum conmectiominating set
problem for computing the aggregation backbone

4. Design of a node mobility transparent connected dommgaget algorithm

A distributed algorithm for self organizing domatic partit ion problem Aggrega-
tion aware clustering algorithms addresses lifetime aradabdity goals, but suffers
from the twin problems of uncovered coverage area and er@rgshead due to clus-
terhead rotation. Load balancing in existing clusterinigesues use global rotation of
clusterhead roles in order to prevent any single node fromptete energy exhaus-
tion. The problem of clusterhead rotation is abstractechaggtaph theoretic problem
of domatic partitioning, which is NP-complete[7, 22].

For this problem we assume that the sensor nodes know tleaitidem using global
positioning system (GPS). Some of the nodes equipped with¢aR also configure the
location of rest of the nodes without GPS using localizg&28h Thus, we assume that
each node is aware of its location either using GPS or usicailation technique. We
develop an approximate self organizing domatic partitigoathm to achieve maxi-
mum cluster lifetime of7 using the following steps: First obtain a clique partitidn o
the network graph. Next, for each partition, obtain a ragkoh the nodes so that the
set of nodes having the same rank across partitions yieldsvatc partition ofG.
We define the concept of uncovered nodes in order to make guatio partitioning
as self organizing. We further introduce the concept of weoed clusters to obtained
bounded size clique partitioning. We show that this dompéiditioning scheme has
an approximation factor of at least 1/16 for UDGs. The sirhafaresults indicate an
improvement of 27% over existing approaches in maximiziregggize of domatic par-
tition approximation. Our approach when applied to rotatdthe roles of clusterhead
via domatic partitioning, substantially improves netwéf&time compared to existing
clustering schemes.

A distributed algorithm for the maximum connected domatic partition problem
For this problem, we describe an approximate solution tiggtento the maximum con-
nected domatic partition (CDP) problem with a view to maxeihe overall lifetime of
CDSs ina WSN. For this work, itis assumed that nodes in the \&®Ninaware of their
location and unable to determine precise distances to tlegghbors. Thus, a general
ad hoc network model is assumed where nodes can know theiediate neighbors
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through message communication only. Our solution to theneoted domatic parti-
tioning works in three steps: First a proximity aware cliquagtitioning is performed.
Next a proximity ranking of partition members is made andlijnaodes having same
ranking are matched to generate a connected domatic partitVe have developed and
used a proximity heuristic which uses connectivity infotima only. Our proximity
heuristic is used to perform a proximity aware cluster paring which satisfies the
following properties:i) the distance between nodes in a partition is at masj the
size of the partition is bounded lower by a constant @npthe subset of each partition
forms a clique.

We show that the size of a CDP identified by our algorithm isaast(ﬁf;ff}rl) - f,
whereé is the minimum node degree of and f, (3, ¢ are constants for the UDG for
the particular network. Results of testing our algorithnmatworks of large number of
sensor nodes have shown positive results. Our scheme afsope better than related
techniques, such as the ID based scheme.

A distributed algorithm for the minimum connected dominating set problem for
computing aggregation backbone Here we have developed an approximation algo-
rithm for the minimum connected dominating set (MCDS) of WsShkhich can used as
the backbone for lossless aggregation. The nodes in MCD®edorm aggregation
function on raw data incoming from several sources to recdaremunication by for-
warding the aggregated data. For the purpose of aggregdtisrdesirable to have a
smaller size CDS. Thus, nodes in a MCDS should cover largebeumf non-MCDS
nodes in a network to improve the approximation factor fer BCDS problem.

Our approximation technique for MCDS is a heuristic basepr@gch. We have
developed a collaborative cover heuristic which is basethanprinciples::) domatic
number of a connected graph is at least 2, enabling expborafia maximal indepen-
dent set (MIS) for locally best coverage aiifia set of independent dominators with a
common connector form an optimal substructure in CDS. Wentegponew distributed
algorithm which identifies a local best cover heuristicatiglping to achieve improved
global bounds on the CDS size. We show that the collaboratwver heuristic give
better bounds than degree based heuristic because degneefails to capture infor-
mation of actual coverage due to overlapping of node coeerag distributed setting.
Our collaborative cover heuristic based distributed apjpnation algorithm for CDS
construction achieves the performance ratio of at njost + In 5)opt + 1.2, where
opt is the size of any optimal CDS. We show that the message caityptd our algo-
rithmis O(nA?), A being the maximum degree of a nodeirand the time complexity
is O(n). We have also observed through simulation that our CDS agpronakes a
substantial improvement on the energy dissipation forlésssin-network aggregation
function.
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A node mobility transparent connected dominating set algothm We have devel-
oped a node mobility transparent CDS algorithm which cape@®S to node mobility
efficiently. Our node mobility adaptive scheme is an intéigreof three approachesi)
self reorganising MPR based CDS constructign), Markov model to assign weights
on CDS based mobility profile andii) tracking of mobile node by highest weighted
shortest path CDS node. The solution is developed in twe pémtboth parts self re-
organising MPR based CDS construction is used. In the firstopdy simple location
updates of mobile non-dominator nodes is done, while in #e®isd part optimized
updation is performed, utilizing the Markov model. The éattechnique has an over-
head of computing the transition probability matrix, whishmoved to the base station
to save energy of the sensor nodes. The self reorganising dBBd CDS algorithm
adapts with a time complexity @(nA?), whereA is the maximum degree of a node
in G. That was further improved to work i®(nA?) time. The complexity of tracking
mobile nodes by our algorithm has been shown télé log d), whered is number of
boundary crossings in the movement of single node. Theimtapdates for mobile
nodes gives 40% savings using Markov chain based weightes! I@Dristic over the
shortest-hop tracking path in CDS.

Contributions The thesis has four contribution, which are summarizedvelo

1. We have developed a distributed self organizing domatrtitppning algorithm
with approximation factor of at least 1/16 for UDGs. The siation results in-
dicate improvement of 27% over existing approaches in mekig the size of
domatic partition approximation. When applied to rotatodthe roles of cluster-
head via domatic partitioning, this substantially imprewetwork lifetime com-
pared to existing clustering schemes.

2. We have developed a distributed algorithm for the maxincormected domatic
partition (CDP) problem. We show that the size of a CDP idiatiby our algo-
rithm is at Ieast(ﬁf(*ﬁ — f, where) is the minimum node degree 6f andj, ¢
and f are constants for the UDG for the particular network.

3. We have developed a distributed algorithm for the mininzonnected domi-
nating set problem with an approximation factor(df8 + In 5)opt + 1.2. The
smaller size CDS helps to approximate the aggregation fosekiior WSNSs.
We introduce a heuristic which identifies a local best coveargnteeing an
improved global bounds on the CDS size. We have shown thatdha&bora-
tive cover heuristic gives better bounds than degree basadstic. Our dis-
tributed approximation algorithm for CDS gives the approation factor of at
most(4.8 + In 5)opt + 1.2, whereopt is the size of any optimal CDS. The mess-
age complexity of our algorithm i€ (nA?), A being the maximum degree of
a node in graph and the time complexity®$n). Simulation results indicate an
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improvement on energy dissipation for our CDS algorithm whsed for lossless
in-network aggregation function.

4. We have developed a node mobility transparent CDS castgirualgorithm
which helps to adapt the current CDS to node mobility effitierHere we have
developed the following:i) a self reorganising MPR based CDS construction
algorithm, iz) Markov model for weighted CDSisi) a tracking algorithm for
mobile nodes to achieve node mobility adaptation in CDS. Sélereorganising
MPR based CDS algorithm adapts with a time complexit@¢fA?), whereA
is the maximum degree of a nodedh which was further improved t®(nA?).
Tracking of mobile node algorithm giv&$(d log d) whered is number of bound-
ary crossings in the movement of single node. The locatiatatgs for mobile
nodes gives 40% savings using weighted CDS.

1.3 Organisation of the thesis

The thesis has four working chapters, besides chaptergrmauction, a review of dom-
ination algorithms for lifetime problems in wireless sensetworks and conclusions.
The organization of the thesis is as given below.

Chapter 1: Introduction This chapter contains an introduction, literature survey,
motivation and an overview of the thesis.

Chapter 2: A review of domination algorithms for lifetime pr oblems in wireless
sensor networks Here an overview of topics related to domination in graphd an

technigues commonly used in domination algorithms deahity lifetime issues in
WSNs is given.

Chapter 3: Efficient clusterhead rotation via domatic partition In this chapter we
describe a self organizing domatic partition algorithmhatihe objective of providing
hierarchical topology control for sensor networks to pr@dhe life of the network. In
this work it is assumed that nodes are aware of their locateardinates. An approxi-
mation factor for the size of the maximum domatic partitidmained has been derived.
Simulation results have been provided to demonstrate thetefeness of the algorithm
for extending network lifetime of WSNSs.
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Chapter 4: Rotation of CDS via Connected Domatic Partition In this chapter we
present a distributed algorithm for constructing the maximconnected domatic parti-
tion with the objective of maximizing the lifetime of the C%a WSN. In this work
it is assumed that nodes are only aware of their local neighitmmds but not their co-
ordinate locations. Lower bound on the size of the connesbaaiatic partition obtained
by the algorithm is also given. Simulation results have ljgerided to demonstrate the
effectiveness of the algorithm for extending the netwdtime for WSNSs in providing
virtual backbone based on connected domatic partition.

Chapter 5: CDS construction using a collaborative cover heustic Here a dis-
tributed algorithm for the minimum connected dominating@eblem based on a sin-
gle leader is given. An approximation factor for the compuMCDS has been derived.
Simulation results demonstrating the usefulness of tioisrtigjue for effective aggrega-
tion over other competitive CDS schemes are given.

Chapter 6: Node mobility transparent CDS construction algaithm  In this chap-
ter we present our technique for node mobility transpareninected dominating set
construction. Simulation results to demonstrate its éifeaess of algorithms is given.

Chapter 7: Conclusions In this chapter we summarize the contributions of this thesi
and present our conclusions. Possible future extensiahsstavork are also identified.



Chapter 2

A Review of Domination Algorithms
for Lifetime Problems in Wireless
Sensor Networks

Consider a sensor node as a tiny device consisting of a mioceanit with limited
computational power and limited memory, sensors (tempegajpressure, humidity,
chemical), a wireless communication device (radio traiwecs) and a power source in
the form of a battery. These sensors when deployed in larg&bats and left unat-
tended form an ad hoc network to compute cooperatively. CBllyi one or more base
stations having higher energy resources are present to comate with the external
world. Such a situation often makes difficult in the sensdmwoek to recharge node
batteries. Thus, their intended tasks have to be performeernurigid energy restric-
tions that forces the protocol designers to impose a judgjgower management and
scheduling on the computing load and energy demands. Tloaséraints and the pos-
sibility of node mobility leads to a need for self organisatiand dynamic topology
control, centralized control being a remote possibility.

Several applications using sensor networks often requitgan aggregate value to
be reported to the base station. In this situation, physicalimity of sensor nodes (i.e.
within transmission ranges of each other) is exploited inay where sensors in dif-
ferent regions can collaborate to come out with a cons@ulegport and provide more
accurate information about the target region sensed todke btation. Data aggrega-
tion reduces the communication overhead in sensor netieakling to a significant
reduction in energy usage. The energy load of aggregatidg mdiich accounts for
computational load of coordination, correlation, compres and long range commu-
nication is often well in excess compared to energy requargshfor normal operation
of a node. Load balancing often rotates the responsibifityigh energy overhead to
avoid draining the battery of any one sensor node in the né&tweading to signifi-

11
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cant increase in the lifetime of the node and the network.ir@gtscheduling deals
with improving the load balancing with bounded extensiothef network lifetime. We
excluded the optimal scheduling from the scope of this worladdress domination
techniques which lead to a substantial improvement of netlifetime. Therefore, we
assume some optimal scheduling in place for the work in tasish

We now present introductory material as background for thesequent chapters.

2.1 Graph theoretic model for ad hoc and sensor net-
works

Let a given sensor network containnodes and nodes in sensor network are in the
ground and each node is equipped with an omnidirectionalaat of maximum trans-
mission rangeRk. Thus, the footprint of such a wireless sensor network isiadisk
graphG = (V, E), where the transmission range of each node is unit disk dfisaat
mostR, |V| =n, E = {(u,v)|u,v € Vand ||u,v||]2 < R}.

Any two vertices in// (G) areindependerif they are not neighbors. Aimdependent
setof G is a subset o}/ (G) such that all its vertices are mutualtydependent An
independent seif G is calledmaximal independent set (MIS)G) if any vertexv €
V(G) notin independent set¢ I(G) has a neighbor in the independentset N (7).
Thus, the MIS is a dominating set 6f. A dominating setD(G) of G is a subset
D C V(@) such that any node € V(G) notin D(G) (i.e.v ¢ D(G)), has at least one
neighbor inD(G). A dominating setD(G) is called connected dominating set (CDS),
if it also induces a connected subgrapttbfFinding a minimum cardinality connected
dominating set in UDGs is NP-Hard[24].

2.2 Models for sensor networks

The UDG model idealizes the real scenario where the radia vfireless nodes have
equal transmission ranges (normalized to 1) such that twtesi@an communicate
whenever they are within each others transmission rangedlhoc and sensor net-
works, the most important graph model is the unit disk graft3G). It is assumed

that all nodes are in a Euclidean plane.
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2.2.1 Unit Disk Graphs (UDG)

Unit disk graphs are the intersection graphs of equal siz@etes in the plane. They
provide a graph theoretic model for broadcast networks. W&iandard graph theoretic
problems remain NP-complete on unit disk graphs such asriogl independent set,
domination, independent domination and connected dorom@4]. There are three
kinds of models in unit disk graphs for representing the aclrietworks:

1. Proximity model:Nodes in the network form the vertices of graph and the edges
between nodes are formed if the Euclidean distance betwagasns some speci-
fied bound{. For example in the clustering problem, to find a maximum stibk
points so that no two are at distance exceedimgmodeled as maximum clique
partitioning using the proximity model.

2. Intersection modelNodes in the network form the vertices of graph and the edges
between nodes are formed when circles formed around thesrwitle maximum
transmission range intersect. Note that tangent circkealap said to intersecting.
For example the problem of frequency allocation in wirel@ssvorks is modeled
as coloring problem in intersection model.

3. Containment modelNodes in the network form the vertices of graph and the
edges between nodes are formed when circles formed aroameties with max-
imum transmission range and if one of the correspondindecaantain the others
center. For example finding a minimum set of transmittersciigian transmit to
all remaining stations is modeled as domination problemgi#iie containment
model. This is the model we use in this work.

2.2.2 Generalised model

1. Unit Ball Graphs: A generalization of UDG is unit ball graph (UBG). Assume
that nodes are in some metric space. Two nodes are connéatetionly if their
distance is at most 1. Each node knows the distances to difrést neighbors.
The UBGs depend on the doubling dimension of the underlyiegyim The
doubling dimension of a metric is defined as the smajestich that every ball
can be covered by at mast balls of half the radius.

2. Growth Bounded Graphsfhe most general class of graphs. The growth bounded
graphs capture in a simple way the geometric property oflessenetworks that
if many nodes are close to each other, they will tend to heein ether’s trans-
mission and therefore only a small number of these can beatipindependent
[25]. For a fixedr, the size of the largest independent set in aamgighborhood
is bounded above by a constant.
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2.2.3 Radio model

The radio transmission power level of a sensor nodes is cltaibie often by software.
Let the network density be expressedid®) in terms of number of nodes per stated
coverage area. IV nodes are deployed in a region of atéand the stated range of
each node if?, then stated network density R) = N”TRQ. Assume that the receiver
and transmitter gains remains the same, the stated trasismignge of a radi@ is

typically a function of its transmit power levét,. According to the free space radio

t

propagation model (Friss), the received power at distahte P, (d) ok If the

threshold power for reception B, thenP,.(R) = Py,. Thus,R Pt%.

At very short ranges of radio shadowing effects can attenspécific frequencies,
so the frequency hopping techniques are used. Althoughdirelation of range with
transmit power in many cases may be non-ideal, non-rado;monotonic and con-
cave, the multiple power levels can still provide coarseisiiinent of network density.

If R? = nP,, wheren is constant depends on radio parameters, then doubling the
transmit power level can achieve twice the network densigrgby 1 (R) = %

[26].

2.2.4 Battery model

1. Linear model: An ideal battery is usually viewed as a reservoir of chargenfr
which an amount equal to the load can be subtracted untilcggfalls to zero.
If C'is the capacity of battery at any time, then after the opemnadiurationt, of
continuous discharge of a constant currérthe remaining capacity of batte€y
is given by:C" = C — It;. The simple battery model allows the measurement of
the efficiency of application.

2. Discharge Rate Dependent Modé&lhe assumption of constant current discharge
does not model real life batteries. In real life, the batteften drains at in-
creasingly higher rate than the rated current. Thus, thaagpof the battery is
dependent on the rate of discharge which is oftea-lineardischarge behav-
ior. Non-linearity implies that the battery drains at inesengly faster rate when
higher loads are applied. Thus, when curréns applied for duratiort,, then
remaining battery capacity can be written 48:= O(%) — Ity, Where%
is excess rate dependent discharge. The valugfg at any point of timef is
dependent on rate of dischardeeukert's lanexpresses discharge rate dependent
phenomena as a power law relationskip,= C — t,/“. The exponent pro-
vides a simple way to account for rate dependence. Thoughteasnfigure and
use, Peukert’s law does not account for time varying loade@st of batteries in
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portable devices experience widely varying loads [27].

3. Relaxation modelBatteries such as lithium-ion cells show non-linear betiavi
rate capacity effect and recovery effect. Research hasrshioat battery per-
formance can be highly increased by using pulsed dischagjead of constant
discharge due to an electrochemical reaction. The peribossballow the elec-
trochemical analysis in battery to recover a small part®tharge that is called
recovery effect. The recovery effect can be explained bgtelehemical analy-
sis. When power is drawn from a battery, the concentraticgh@fctive material
around the electrode drops, called as polarization efftten lots of energy is
drawn from the battery, it discharges quickly called as cagacity effect. When
the discharge process stops through an introduction opiglied, the polarization
effect overcomes which results to a small recovery of thegtaf the battery.
The amount of recovered energy depends on the current cbétige battery and
the duration of the rest time [27].

2.2.5 Network model

The simplicity of the network depends upon the informatiamde posses. Thus, the
amount of information on which the network model rely on candivided into three

types:

1. Geographic information:By geographic information, we mean that all nodes
know their position in global coordinate system in an Eusdid space. The
global coordinate system is meant to configure the nodesthgihlocation using
some multilateration technique. The nodes equipped witlygphical position-
ing system(GPS) can configure its position in global co@atérsystem. Some of
the nodes equipped with GPS can configure the location obfesides without
GPS in a global coordinate system using localization allgors. Thus, the nodes
in network forms an Euclidean space using geographicatnmégion.

2. Geometric information:By geometric information, we mean to characterize a
network model in which nodes do not have access to the geloigedpositioning
system. The network model assumes that nodes are not awassitdn in global
coordinate system, but the nodes can sense distances bdaesgAlthough pair-
wise distances may not form an Euclidean space, the paidissances induces
a metric with constant doubling dimension.

3. Connectivity information:By connectivity information, we mean that nodes in
network model has neither the position information norahse information of
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its neighbors, therefore rely on connectivity. The mod@&hggonnectivity infor-
mation is the most general network model which does not ralg@metric or
geographic information so it uses network connectivitpmiation.

2.2.6 Some major issues of sensor networks

2.2.7 Energy efficient schemes

The tiny sensor nodes in wireless sensor networks are deglagd left unattended to
observe the target phenomena. The dense deployment artdndet nature of WSNs
make it quite difficult to recharge node batteries. Themefamergy efficiency is a major
design goals in these network to make it attractive for aaggilons requiring sponta-
neous deployment and its unattended operations. Energyeeffy is often gained by
adding more than optimal number of nodes or by acceptingactexh in network per-
formance. Although such systems do not have renewable enesgurce, the system
gains lifetime by saving in energy from wasteful energy seur

2.2.8 Fault tolerance

Network and the nodes are prone to failures which needs ggh@ation approach for
networks adaptive to fault tolerance. Since large humbeseofor nodes is deployed
generally much more than optimal number, hence protocalsldrhave in-built fault
tolerance mechanism to support uninterrupted operati@m ¢éwough of intermittent
faults.

2.2.9 In-network aggregation

Several WSN applications require only an aggregate vallee tgathered. Sensors de-
ployed in different regions of the target field can collalierto aggregate their sensed
data and only provide a consolidated report about theirl lcegions. In addition to
improving the fidelity of reported measurements, data agggren reduces the commu-
nication overhead and the network loads, leading to sigmfi@nergy conservation.
In-network aggregation takes place as the data flows througti-hop path to the des-
tination.
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2.2.10 Localization

The problem of estimating spatial coordinates is known aalipation. Small form
factor, cost and energy constraint restrain the use of GRSl odes. The localization
algorithm are based on beacon broadcasting of nodes witicasion information. The
nodes on receiving the estimates of pairwise distance bsasultilaterationalgorithm
for position estimation. In case of low density of beaconshle to estimate its position
to form centroid, the beacon information is propagatedughomultiple hops to enable
locations in areas of low beacon density. Since, locabrea beyond the scope of this
work, we assume some nodes to be equipped with GPS and scaizdtion algorithm
in place to self configure network with its location.

2.3 Node clustering in sensor networks

The role of clustering approach is to provide a hierarchicpblogy organization in ad
hoc network. It means that the goal is to control the topoloiiyne graph representing
the communication links between network nodes, with th@pse of maintaining some
global graph property while reducing the energy consunmpfithe topology control has
implication on wireless channel of reducing channel cotid@ras many nodes{ 90%)
can transmit short ranges without interference. Much ofrétated research reported
in wireless sensor networks addresses nodes that comepeduwipith battery and it
cannot be replenished. Hence, maximizing life of node and/or&s by minimizing
energy consumption becomes a research challenge.

Clustering has been shown to improve network lifetime. Bysttring WSN, we
can partition nodes into a number of small groups calledtelgsuch that each cluster
has a coordinator referred to as a clusterhead and a numbegraber nodes. Cluster-
ing results in a two-tier network organization in which drerfhiead nodes (CHs) form
the higher tier while member nodes form the lower tier. Thesdrchical organization
supports data aggregation, in which CHs aggregates theedatang from its members
and other CHs and forwards aggregated data to other CHsdb oemtral base eventu-
ally. The energy efficiency comes from member nodes compon$enajor population
(~ 90%) need to communicate in short ranges and CHs comprises arfesv(e 10%)
often transmit data over longer distances. Thus, data gggom and short range com-
munication makes hierarchical organization as most efft@eganization of WSN. The
network lifetime is defined as time elapsed in operationl ting first/last node in net-
work depletes its energy and time until a node is disconueftten the base station.
Note that as lifetime is an application specific conceptdl®no unified definition for
it exists.
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Clustering techniques are classified into two type&Randomized, and) Iterative.
The randomized (or probabilistic) approach for node cliuisteensures quick conver-
gence while achieving properties such as balanced clugeer $he nodes decides its
chance of becoming clusterhead on the basis of weightedidumaf criteria. This en-
sures low message overhead on one hand and rapid convetgenatter. In LEACH
protocol[3] assumes that every node is reachable in a shmgpeand load distribution
is uniform among all nodes. LEACH assigns a fixed probabtlityevery node so as
to elect itself as CH. The clustering process involves omlg deration, after which a
node decides whether to become CH or not. Nodes take turmryirogthe role of CH.
HEED protocol [2] considers multi-hop network and assuniletha nodes are equally
important. A node uses its residual energy as the primargrpater to randomly elect
itself to become CH. In case of a tie between two CHSs, the slrgiparameter such as
node degree or average distance to neighbors. This resutise uniformly distribution
of the elected set off CHs across the network. In HEED eacle eadcutes a constant
number of iterations. Kuhn’s randomized technique [28]lézeCHs depends on node
degree. The convergence of their technique which dependsiorer of nodes and
node degree is much faster than iterative techniques.

In iterative clustering techniques, nodes with high wesglrte preferred to decide
about its intention of becoming clusterhead. The probleth terative schemes is that
their convergence speed is dependent on the network dialiete path with largest
number of hops). The DCA algorithm [4] requi€(,/n) iterations to converge fot
nodes deployed in an two-dimensional area. Besides thd wass of: — 1 iterations,
the performance is highly sensitive to packet losses. Samenses enforce a bound on
the number of iteration for each node. After some boundeds@y5) many iterations
nodes have enough information to achieve stable averageeclsize. Schemes also
allows a cluster to include nodes that dvehops away from the CH. A node executes
2D iterations before making a decision. This results in a aomtstumber of iterations
for convergence.

The important issues in node clustering are:

1. Cluster size

2. Clusterhead election

3. Re-clustering for rotation of clusterhead roles

4. Periodicity of re-clustering
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2.3.1 Clusterhead election

The main goal of clustering in sensor network is to electtelieads. The set of clus-
terheads forms a dominating set induced by the underlyiaglgiof sensor network.
The election of larger degree nodes as clusterheads becomesum dominating set
problem. Determining optimal dominating set is an NP-catgproblem [22], there-
fore clustering algorithm for sensor networks are heuwristi nature. The clustering
technique is classified based on the selection criterialwtiag clusterheadsi) ID
based clustering;) Degree based clustering and) Highest remaining energy based
clustering.

2.3.2 Rotating the role of clusterheads

The rotation of role of clusterheads among the network nggas important technique
to extend the life of sensor network by preventing any simglde from an early ex-
haustion of its energy source. There are several issuelvewto rotate the clusterhead
roles among nodes such agre-electingii) switchingiii) scheduling rotation an@dv)
frequency of rotation. That how often the rotation shoukktalace to maximize the
lifetime of network is global optimization problem. Findjmn optimal schedule is also
a global optimization problem. Many randomized algorithse ineuristics for finding
optimal scheduling problem.

Periodic re-clustering is necessary mainly due do two nestso

1. heal the disconnected regions arising due to dead nodlesheir complete en-
ergy exhaustion and

2. load balancing, to distribute high energy load acroseadees.

The clustering in sensor networks deals with dynamic patarasesuch as: remaining
energy, node degree, etc. which needs re-clustering toimeamanplaint. Whereas
clustering for data processing typically considers stpicameters such as: distances
between nodes which are reliable. In this section, we rete@arelated clustering ap-
proaches that are reported for sensor networks to hightilgistering criteria, assump-
tions and overheads.

2.3.3 Frequency of rotation of clusterhead roles

Randomized clustering schemes use the number of times ahasdeeen assigned the
roles of clusterhead. This ensures high probability to getdlusterhead role than the
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node which has already completed clusterhead role in puswiounds. This ensures
the load balancing using frequency of rotation as a paranf2®. An improvement
over this is to consider the remaining energy of node so thdes with good energy
resource are preferred to become clusterhead [2].

2.3.4 Cluster size

Most clustering algorithms assumes a fixed transmissiogeréor nodes which gener-
ally results in uniform cluster size. The optimal clustereswhich can give minimum

power for inter-cluster and intra-cluster communicatidiis problem has been inves-
tigated analytically through the centralized approaclegithe knowledge of complete
network [5]. Role rotation in the fixed clusters results irewked load distribution of

cluster heads nodes. LEACH-F has noticed that CHs closexde btation carry more
inter-cluster traffic and hence depletes faster their batesource resulting in reduced
life of nodes.

2.4 Hierarchical topology control

There are two approaches for topology control in sensorowsvi) hierarchical topol-
ogy control andi) transmission range control. In the thesis work we considgeiier-
archical topology control mechanism only. In this part, wietly review the clustering
protocols reported in literature to organize sensor nétkgrarchically. Clustering can
be performed either as centralized or distributed. Cenrmtdlclustering can achieve
optimal clustering using global knowledge but is energyemgive, hence distributed
clustering solution is desirable. However, achieving ot or near optimal solutions
is more difficult in a distributed manner.

LEACH (Low Energy Adaptive Clustering Hierarchy) [3, 29,iB{roduced the tech-
nique of randomly rotating the role of the clusterhead amalhghe nodes for equal
distribution of high energy load. In this scheme during pgphase, the nodes orga-
nize themselves into clusters with one node serving as tieerhead in each cluster
and a predetermined percentage of the nodes serve as lostdrbleads in each round,
on average. At the end of a given round, a new set of nodes lescotusterheads
for the subsequent round. Clusterhead change randomlytioverin order to balance
the energy dissipation of nodes. The clusterhead schethdasodes in its cluster in
TDMA schedule. During the transmission phase, the clustath collect data from
nodes within their respective clusters and apply data fusiefore forwarding them
directly to the base station. LEACH provides significantrggesavings, prolonged net-
work lifetime by applying localized algorithms and data ssgation within randomly
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self elected cluster heads.

HEED (Hybrid Energy Efficient Distributed Clustering) is@her protocol to pro-
long network lifetime, which is also achieved using clusigi{2] but, using a hybrid
approach: clusterheads are randomly selected based ondsielual energy and nodes
join clusters such that communication cost is minimized.ofl@éhas six discrete trans-
mission power levels. Clustering is triggered periodigadl select new clusterheads.
Clustering starts with an initial percentage of clustedseamong all nodes. A node
sets its probability of becoming a cluster based on estidhaterent residual energy in
the node and maximum energy for the nodes. The algorithmnetes on the probabil-
ity value of a node, falling below a certain threshold, whiglselected to be inversely
proportional to maximum energy of nodes. The protocol teates in a constant num-
ber of iterations, independent of the network diameter. Jineulation result shows
that HEED prolongs network lifetime and expends less engrgjyustering compared
to generalized-LEACH, although its clustering processinexs more than one step for
each node.

In a fixed clustering scheme LEACH-F [5], the clusters idigediin the initial round
becomes fixed. For load balancing, the clusterhead rotatadly within its fixed clus-
ters.

The main drawback of LEACH is the periodic re-clusteringcédethe new set of
clusterheads globally by iterating algorithm. Thus, nestéring has a substantial waste-
ful energy overhead. Like LEACH, HEED also involves the pdit re-clustering to
elects the new set of clusterheads globally by iteratingréttym repeatedly. Thus, its
re-clustering also suffers from a substantial wastefulgyneverhead. The fixed clus-
tering scheme results in less energy overhead due to therotd clusterheads locally
compared to adaptive clustering schemes such as LEACH, HHB®Rever, the fixed
clustering results in a major drawback of higher overheasbmmunication energy due
to skewed inter-cluster and intra-cluster distances. Thvaitages of adaptive cluster-
ing and fixed clustering motivates the need of an efficiend lbalancing scheme for
clustering protocols which should be rotating the roleslo$terhead with the balanced
inter-cluster and intra-cluster communication distances

2.5 Maximum lifetime problem in WSNs

A wireless sensor network once and for all looses posgitafitnaintenance after its de-
ployment such as node’s battery recharge. Nodes in sensworkevhich are equipped
with battery bounds a life span which lasts from the pointepldyment till its battery
survives. Thus, from the point of its deployment, batteserge defines the lifetime of
nodes and network and the battery resource becomes a \@lgsolurce because the
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battery cannot be replenished.

Network lifetime can be defined as the time interval, which tietwork is capable
of performing its intended tasks. In other words, the neknldetime often indicates
the time elapsed until the first node drains its battery wisalesponsible to die down
the network. Improving the network lifetime is a challengjissue for system design in
sensor networks that can conserve energy resource.

Hierarchical topology control in sensor network using tdugg has been accepted
for energy conservation in several applications such as gathering. The clustering
maps to the dominating set problem. Finding a small carttyinddminating set maps to
minimum dominating set problem. The nodes in dominatingsde&h higher compu-
tational and communication loads than other nodes in nétvesulting to faster energy
depletion of dominating set. Often this poses a problem ofim&ing the lifetime of
dominating set to improve the network lifetime in sensommek.

For many applications in wireless ad hoc and sensor netwbgge dominating sets
are not a well suited organization. Often dominating setlade fulfill the additional
criteria is to be connected. Several applications in senstworks such as routing and
aggregation, often requires a backbone based on connemt@dating sets. This poses
a maximum lifetime connected dominating set problem forrioepg the lifetime of
sensor networks.

2.6 Self organization in ad hoc and WSNs

The term self organization distinguishes from externaltidror distributed systems
that are based on global state information. Self orgamnat ad hoc networks is a
concept for building scalable system of large number of moreous nodes using local
interaction based coordination and collaboration to pe\a desired global aims. The
properties of self organization are summarized as:

1. interaction of multiple components.
2. interactions is carried out locally.
3. local interactions achieves a global aim.

4. lack of centralized control.

In ad hoc networks, self organization makes the network gardid using spon-
taneous interaction of the multiple nodes over wirelesgoradnnections without any
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external control. Self organization is a paradigm whichvmtes solution to many prob-
lem in ad hoc networks efficiently but it is not the only reme@yher variants such as:
Self stabilization is a theoretical framework of non magkfault tolerant distributed
algorithms proposed by Dijkstra in 1974. Self stabilizihgaxithms can start execution
from an arbitrary (illegitimate) system configuration, aantually reach a legitimate
configuration. Ad hoc networks consists of a large numberoofes can use self orga-
nization paradigm efficiently than self stabilization aosiger paradigm for distributed
systems involving many state changes becomes inefficierth& solution of many
problems in ad hoc networks. The self organization is addewith other following
capabilities [30]:

1. Self configurationmethods for generating adequate configurations depending o
the current situation in terms of environmental circums&msuch as connectiv-
ity, quality of service parameters etc.

2. Adaptation: adaptation to changing environmental conditions such asgihg
number of neighboring nodes etc.

3. Self healingmethods that allow to detect, localize and repair failune®mati-
cally. Primarily distinguished by the cause of the failusegh as: breakdown,
overload, malfunction etc.

2.7 Algorithms for MIS in WSN

Maximal independent set problems has developed intereshgsh the wireless net-
working community due to its practical importance in wisdanetwork applications. In
wireless ad hoc and sensor networks, an MIS induces theedingtwhich is used in
various applications such as efficient routing and broadugs

The distributed MIS algorithms becomes trivial if netwodsames that every node
has a unique identifier. In this model MIS algorithm works@l&ivs: every node joins
the MIS if it has the smallest ID among its neighbors and ifenohits neighbors has
already joined the MIS. Thus, obtaining a MIS using deterstio algorithm is easily
done if each node knows it exact location and the locatiotsafeighbors.

The deterministic algorithm computes MIS @(log" n) time, if the nodes do not
have any position information but can sense the distandeeto neighbors [25]. It is
an important aspect for sensor network that nodes do notreetjuknow any position
information.

The deterministic algorithm computes MISGilog A log™ n) time, when the nodes
do not require any position or distance information wharelenotes the maximal de-
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gree in the network graph. In this model, the only informatavailable with the node
is the connectivity information to its neighbors.

Distributed MIS construction with only connectivity infoation use edge induced
subgraphs of bounded degree. The algorithm tries to elit@inaexplored nodes from
unexplored set of network until single, locally independeades are left. When an
unexplored node has no unexplored neighbors, such nodg feeindependent set.
Iteratively, a constant degree graph consisting of unergdimodes and edges 6fis
computed.

2.8 Algorithms on MCDS for WSN

In graph theory aninimum connected dominating set problisnto find the minimum
cardinality among all the connected dominating sets of algalled minimum con-
nected dominating set(MCDS). Computing an MCDS in a unit dieph is NP-Hard
[24]. Many distributed approximation algorithms for MCD$®oplem are reported in
literature, among them we consider to overview some of tpeaseentative MCDS al-
gorithm based on single leader.

8-approximation degree based CDS algorithm by Cardei The algorithms assumes
that each vertex knows its distance-1 neighbors and distaneighbors. Algorithms
also assumes a designated leader node. The constructidb®fsCcarried out in two
phases: In the first phase the construction of maximal inoeget set is grown from
leader node outwards for the gragh The initial leader becomes dominator, which
identifies its distance-2 independent neighbors. The sefecf distance-2 independent
neighbors is based on highest degree heuristic. The destamedependent neighbors
now turns dominators and further initiates the construrctinits region. The first phase
finishes when all the nodes are explored for the construdfatominators based on
maximal independent set 6f.

The second phase of algorithm connects the maximal indeperdmputed in the
first phase using a Steiner tree to connect all the vertick$

The second phase of algorithm, connects all the verticed$§ddmputed in the first
phase. Phase-ll uses a Steiner tree, which is a modifiedbditgtd depth first search
tree. The leader explore within its neighbor the nodes ghgwdhich can connect to the
largest number of dominators from MIS. The depth first setnecontinues to explore
until the leader finds all its neighbors explored which carted all the nodes in MIS.
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Approximation analysis outline Let the size of MIS identified in the first phase is
IMIS|. The approximation analysis of the CDS size is dominatedhieyconnector
which can connect at leastdominators in MIS. Therefore, size of connectors required
to connec{MIS| dominators becomes d§MIS| — 2}. The size of CDS is the sum of
connectors and dominators computed in two phases of gigoritThus|CDS|={2
|MIS| — 2}. Since, the size of MIS is given B¥IIS| = 4opt + 1 reported in [31], on
substituting it we get thECDS|=8opt, whereopt is the size of any optimal CDS.

8-approximation ID based CDS algorithm by Alzoubi The distributed CDS con-
struction consists of two phases: an MIS and a dominatimg fast step is to construct
a rooted spanning tree. Considering the level number ofrode ad), the ordered pair
consisting of level number and node-ID forms the rank of aendthe next step is label-
ing, which begins from root and ends at the leaves. The roatrbes black and sends
messages to its 2-hop away independent neighbors thrasigliistance-1 neighbours.
If the node at 2-hop receives forwarded messages from ati$ ddwer rank neighbors,
then it becomes black and initiates identifying black irr@gion. The set of black form
an MIS incorporating alternate levels of spanning tree. 3éwond phase connects the
nodes in MIS to form CDS using message communication. Ilyiti@ader node which
is black labeled in phase-l1 becomes black. When a distaridaek receives a for-
warded message for the first time, it joins the dominator &de&g with node which
forwarded the message. The second phase ends when all Akstkd nodes joins the
CDS.

Approximation analysis outline The approximation analysis utilities the properties
of unit disk graphs to establish their bounds on the size o5@btained by algorithm.
From the property of UDG, the number independent neighbarsde have is at most
5. Extending it to a pair of connected nodes, one may ask fontimber of its inde-
pendent neighbors, which gives the vafuesing a simple geometry based on UDG as
4opt + 1. In a dominator tree a connector connects at least two inttep# domina-
tors, thus connector$¥IS| — 1. The size of CDSfnumber of dominators- number

of connector$ = 2 « |MIS| — 1 = 8opt + 1.

2.9 Algorithms for maximum DP for WSN

In graph theory anaximum domatic partition problers to find the maximum number
of disjoint dominating sets a&. The maximum domatic partition problemdnis NP-

complete [7]. The maximum number of disjoint dominatinggéat can be established
is calleddomatic numbebf a graphG. A greedy heuristic algorithms for finding do-



26 CHAPTER 2. DOMINATION ALGORITHMS FOR LIFETIME PROBLEMS

matic partition is based on idea of pulling out the small doaiting sets iteratively until
the reminder is no longer a dominating set. The approximatigorithm that guarantee
the largest fraction of domatic partitio%m, is due to Feige [7]. The definition of
domatic partition can be extendedAedomatic partitions. Ak-domatic partition is a
domatic partition of//(G) into disjoint k-dominating sets ofs. A k-dominating set
k-D(G) of G is a subset of/(G) such that each vertex i (G) is either ink-D(G) or
has ak-neighbor ink-D(G). Any vertexu € Ni(v) is called ak-neighbor of vertex
v, if for a givenk > 1 there exists a shortesv-path of length at most measured by
counting number of edges(or hops) in the path. Intuitival# increases, the size of
largestk-domatic partition to also increase.

Algorithms for k-domatic partition problemsk( > 2) are reported in [9] for dif-
ferent graph models for sensor networks. Theskmatic partition uses node IDs for
partitioning, hence we refer them as ID based domatic pamtalgorithms in the the-
sis. We briefly describe the following salient features ofd&@sedkt-domatic partition
algorithms for different graph models reported in [9]:

Algorithm for k-domatic partition of unit ball graphs (UBG) that reside in E u-
clidean space k£ > 2) An O(1) round algorithm reported in [9], that computes, for
anyk > 2), ak-domatic partition of size at leaét;,_; + 1)/c;, for some constant,
for UBGs that reside in Euclidean space and whose nodes aee aw their global
coordinates.

Assumptions in [9] are made that nodes in network residé-thimensional Eu-
clidean space for some fixetland that these nodes are aware of tlktimensional
coordinates with respected to some fixed global coordingtem. It also assumes that
nodes have unigue node IDs.

The algorithm in [9] computes domatic partition in the feliog steps: first step is
to place a grid of small enough square cells on the plane oédﬁimn% X % This
induces a clique partition = {V3,V4,...,V;} of V(G). Second step, for each clique
V;, assigns a distinct colors = {1,2,...,|V;|} to each vertex if/;. Third step, for
each color-, the set of all vertices coloredform ak-dominating set.

Algorithm for k-domatic partition for doubling UBG with nodes able to sensedis-
tances to neighbors §k > 2) An O(log" n) round algorithm reported in [9], that
computes, for any > 2), ak-domatic partition of size at leagt,_, + 1)/cx, for some
constant;, for doubling UBGs whose nodes are able to sense distancesgbbors.

Assumptions in [9] are made that nodes are not aware of tbendmates, but they
can sense distances to neighbors. It also relies on thelarcthese distances form a
metric of constant doubling dimension. It also assumesrbdes have unique node
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IDs.

The algorithm in [9] computeg-domatic partition in the following steps: First
step, is to compute a maximal independent set(MIS)din.. Second step, each node
u € V(G) — I attaches itself to the partition in € [ that is its neighbor irG 5.
Note that each partition dominated byc [ forms a clique partition of bounded size.
Because, for any partitiom € I, the distance betweenand any of its member vertex
is less than /2. Thus, given any two vertex;, u, of partitionv € I, the distance is at
most 1 (using triangle inequalityu,| < 1/2,|vus| < 1/2, implies|ujuy| < 1). Third
step, for each partitiom € I, the nodes assign colet wherer is the rank of node
based on lexicographical order using node IDs informatidote that this coloring not
necessarily proper. Fourth step, the set of nodes of rdokms k-dominating set of the
k-domatic partition of size at mosgf;,_; + 1)/cy.

Algorithm for k-domatic partition for growth bounded graphs (k¢ > 2) An
O(log A log™ n) round algorithm reported in [9], that computes-@omatic partition of
size at leasto,_, + 1)/cx, for some constant, for everyk > 2), for growth bounded
graphs. The term\ is the largest degree of a vertex in the graph whefagags smallest
vertex degree.

Assumptions in [9] are made that nodes are not aware of tleeirdmates nor do
they know distance information of its neighbors. It useyy@annectivity information.
It also assumes that nodes have unique node IDs.

The algorithm in [9] computek-domatic partition using only connectivity informa-
tion in the following steps: using connectivity informatid was found difficult in [9]
to compute a clique partition. In the first step, algorithnrmputes a partition called
uniform partition of G with the following properties:) each partition induces a sub-
graph ofGG of diameter< 2 andii) for a constant”, the lower bound of each partition
is (0, + 1)/C. Second step, for each partitionc I, the nodes assign color wherer
is the rank of node based on lexicographical order using Hodenformation, the col-
oring not necessarily proper. Third step, the set of nodearddr forms k£ dominating
set of thek-domatic partition.

2.10 Maximum CDP problem in WSNs

A connected domatic partition @f is a partition of the vertex séf (&), into connected
dominating sets. The maximum number of subsets in such gipais called the con-
nected domatic number @f. Finding of maximum connected domatic partition is of
great interest to the wireless ad hoc and sensor network.mighemum lifetime con-
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nected dominating set maps on to the problem of maximum atedelomatic partition
of GG. In classical graph theory, some works on connected domatiaber is reported
for general graphs [32, 33], but for UDGs none of the works onnected domatic
partition has been reported before.

2.11 Problems considered in this thesis

The emphasis of the thesis is on the development of dommalgorithms for life-
time problems in the design of sensor networks. Some of timeirtition algorithms
investigated as part of the thesis work are as follows: mariwdomatic partition prob-
lem, maximum connected domatic partition problem, minimeonnected dominating
set and self organizing connected dominating set for pingittansparent node mo-
bility. The problem statement which are identified from dethliterature survey and
motivated the need to be addressed in the thesis are stated as

1. Development of a self organizing domatic partition aiton for sensor net-
works,
2. Development of a connected domatic partition in senstworgs,

3. Development of an approximation algorithm for minimunmoected dominating
sets for aggregation problems for sensor networks,

4. Development of a self organizing MPR based connectedmbitimg set algorithm

adaptive to node mobility for ad hoc networks.

In the next chapter, we describe a self organizing algoritbndomatic partition
problem in sensor networks.



Chapter 3

Efficient clusterhead rotation via
domatic partition

Nodes in wireless sensor networks (WSN) are deployed inatteumaed
environment with non rechargeable batteries. Thus, enef@giency
becomes a major design goals in WSNs. Clustering becomeffegn e
tive technique for optimization energy in various applioas like data
gathering. Although aggregation aware clustering addesdgetime and
scalability goals, but suffers from excessive energy aamitat cluster-
head nodes. Load balancing in existing clustering schenfien aise
rotation of clusterhead roles among all nodes in order tover® any
single node from complete energy exhaustion. We considiegsatant
aspects of energy and time overhead in rotation of the alastel roles
in various node clustering algorithms with goals to furth@olong the
network lifetime by minimizing the energy overheads introtasetup.
The problem of clusterhead rotation is abstracted as th@lyiteoretic
problem of domatic partitioning, which is also NP-complet@ée dense
deployment and unattended nature rules out the possibilitganual or
external control in existing domatic partition techniguesbe used for
WSNSs. To our knowledge no self organizing technique eristiimatic
partitioning. We developed a distributed self organizinddimatic par-
titioning scheme with approximation factor of at least 1fa6unit disk
graphs.We demonstrate the benefits of self organizatidroutitsacrific-
ing the quality of domatic partition, when used in clustgrimproves
lifetime.
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3.1 Introduction

Wireless sensors deployed randomly in an inaccessiblaitemakes it difficult to
recharge their energy source emphasizing the need of degignergy efficient and
self organizing protocols. Sensor network applicatiorludes remote geographic data
gathering where the sensed data is communicated to basegglso known as sink).
Clustering protocols address improving lifetime [34] awdlability goals for data gath-
ering applications. In order to prevent any single node frmmplete energy exhaus-
tion, clustering protocols often rotate nodes having higgrgy overhead roles to extend
the lifetime of network. In adaptive clustering protocaks,clustering identifies new set
of nodes for clusterhead roles for next round [3]. In fixedstdwing scheme, the new
set of nodes are identified within the fixed clusters [29].dRestering in adaptive clus-
ters has high energy overhead due to its global reset opergt]. Even though fixed
clustering has no overhead in rotation, it has the disadwpnof rigid clusters resulting
in high energy overhead due to asymmetric communicatiors Miotivates the need to
conserve energy in clusterhead role rotation for sensavarés.

In clustering, every node is initialized such that eithes i& clusterhead or a neigh-
bor of clusterhead. Thus, the set of clusterhead nodes iadim®c network is modeled
as the dominating set problem of graphs in graph theory [Z2pminating set of a
graphG = (V, E) is a subsetS C V such that each node ¢f is either inS or has
neighbor inS. Using dominating sets, only nodes in dominating sets (dators) must
be active or assigned high energy roles while all other ngdesiinatees) can remain
in energy saving mode. In this situation lifetime of netwadpends on the lifetime
of dominating set. Maximizing lifetime of dominating setutd be finding large num-
ber of disjoint dominating sets [35] and activating themcassively. The problem of
finding maximum number of disjoint dominating sets is catledhatic partitioning and
the maximum number of disjoint dominating sets is called dticrnumber of graph.
Thus, the problem of rotating the responsibility of beingsterhead (or coordinator) is
abstracted as the domatic partition problem. In [10], a daleefor dominating sets in
domatic partition is presented which enables nodes in ougaetive dominating set to
be active for a fixed period of time. Maximizing lifetime of ikinating sets therefore
motivates the need to investigate domatic partition probie perspective of sensor
networks.

In this work the problem of rotating the responsibility ofihg a clusterhead has
been abstracted as the domatic partitioning problem. Weaeangre that ordering of el-
ements in domatic partitions enable the local activatiodarhinating set which makes
our scheme suitable for efficient clusterhead rotation. eHee present an approach
for local activation of dominating sets in domatic partitimr maximum lifetime prob-
lem. We present a distributed, self organizing protocoldomatic partition which
enables efficient activation of dominating sets for rotgtine responsibility of being
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clusterhead. Besides this, we also consider construdt@aglomatic partition to have
an additional property of dominating sets being connecft€de extension from do-
matic partition to connected domatic is not trivial. Altlghuconnected domatic parti-
tion problems is not the primary scope of this work, it doedivabe future study in this
perspective. This chapter is organized as follows: se@idrpresents the preliminary
notions, problem abstraction and our contributions. Irtieac3.3 we describe work
related to the domatic partition problem. Section 3.4 pneseur approach for self or-
ganizing domatic partition. Section 3.5 describes our @illgm for domatic partition,
its complexity analysis and discusses generalizationsti®e3.6 is on simulation of
the protocol. We close the chapter in section 3.7 with a sumpmicthe work.

3.2 Preliminaries

In this section, we define some graph theoretic terminokgired background for use
in the rest of this chapter. The degree of a node (denoted g&)d®r nodeu) is
the number of neighbors of that node, i.e. the number of nad#ésn its maximum
transmission radius. Theaximum degreA (G) of a graphG is the largest node degree
and theminimum degreé(G)=min{deg(u), Vu € V(G)}, i.e. the smallest.

A graph is said to beonnectedif for every pair of nodes there exists a path between
them. All nodes of a connected network can communicate veéith @ther over one or
multiple hops(through forwarding). A graph isconnectedif for each pair there exist
at leastk mutually independent paths connecting them. The maximuoewat & for
which graph isk-connected is theonnectivity(denoted by) of GG. Thus, the connec-
tivity «(G) of a graphG is the minimum number of vertices needed to be removed so
thatG is no longer connected. In a graph a pair of vertices arendependenif they
are not adjacent. Aindependent saif G, is a subsetS C V((G)) such that no pair
of vertices inS is adjacent. Amaximal independent g&11S) of (G, denoted by/, is
an independent set in which any vertexc {V(G) — I} has a neighbor id [28]. A
clique in a graph is a set of pairwise adjacent vertices. The g@ph = (V, £y 2)
defines its set of edgés, /»(G1/2)={(u, v)|(||u, v]]2 < 3),for u,v € V(G1)2)}, for any
pair of verticesu,v € V(G). The maximal independent st is an independent set
of graphG 2, such that any vertex € {V(G1,2) — I/} has a neighbor id; ;. A
global positioning system (GPS) receiver calculates istfmm using the signals from
four or more GPS satellites for very accurate local time,eramcurate than any normal
clock can provide, so that the receiver internally solvesifeariables+, y, z andt i.e
for time as well as position.

The domination problems are important in ad hoc and sendarone. Domatic
partitionis partitioning the vertice® (G) into maximum number of disjoirdominating
setsof graphGG. The maximum number of disjoint dominating sets in grépis called
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domatic numbeD (G). The domatic number af is at most(6(G) + 1). According
to Ore’s theorem [8], graphs without isolated vertices have disjoint dominating
sets, thusD(G) > 2. The problem of finding domatic number of siZt§G) > 3

is NP-complete [8]. A grapl@: is said to bedomatically fullif D (G)=(0(G) + 1),
the maximum possible. Determining if &regular graph is domatically full is NP-
complete ford > 3 [8]. A connected domatic partitio@DP(G) of a graphG is a
partition of the vertex seV'(G), into disjoint dominating sets such that the subgraph
induced by each dominating set is a connected subgraph ®he problem of finding
the connected domatic numbef size |[CDP(G)| > 2 is NP-complete [8]. For the
connected domatic partition problem, the connectixityf the graph is an upper bound,
thus|CDP (G)| < k.

The k-domatic partition problem deals with partitioning the tesrsetV (G) of G
into (preferably large) node-disjoint sets/eflominating sets, wheremeans length of
shortest path measured by counting intermediate nodes)ophat path. Thus, for
eachk-dominating set, the node ¥ (G) is either ink-dominating set or there exists a
shortest path of length at masbetween some node irdominating set.

3.2.1 Rotation of clusterheads via re-clustering in sensaretworks

In homogeneouslusteredsensor networks, the role olusterheadurdens a few nodes
with more duties than others. The rotation of the role of @dseads equally among
all nodes results in load balancing which extends the ndtWwimtime. Re-clustering
simply identifies new set of nodes for assigning the clustadhroles. Thus, periodic
re-clustering is an essential operationciostering algorithmsf sensor networks for
enabling role rotation. Role rotation via re-clusteringiglobal operation which suffers
from a significant energy overhead while rotation. Thefficient rotation schema&ams
atreducing wasteful energg re-clustering using local rotation in spite of rotatidrhis
motivates us to design an efficient rotation scheme aimingif@rgy conservation in
sensor networks.

3.2.2 Rotation of clusterheads via domatic partition in sesor net-
works

Consider network as a grapi = (V, E)) where an edge between a pair of nodes
indicates that they are in direct communication range. Thetering of network is
abstracted by a dominating sBxC1V/(G) such that, each nodecV (G) is either in
D or has a neighbor irD. The set of maximum possible disjoint dominating sets
P={Di,D,...,D;} of G is called domatic partition. The set of clusterheads can be
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abstracted as a dominating det thereforeclusterhead rotation via domatic partition
is abstracted as domatic partition (DP) and scheduling tkjeidt dominating setD;
through the domatic partitio®={D,, D, ..., D;}. We assume some scheduling pol-
icy [10] and frequency of clusterhead rotation scheme ic@lal’ he domatic partition
problem is a NP complete problem of graph theory. The proldératating clusterhead
roles to maximize cluster lifetime can be modeled as dongitition problem (DP)
of G. We observe that activation of dominating sets is a localatps in contrast to
global re-clustering. Thus, rotation ensures efficientvation of fresh dominating set
through domatic partition set to replace the active donmigeget locally.

3.2.3 Clustering and periodic re-clustering setup overheds

There is a cost in terms of time and energy to set up clustetpanodically re-cluster
in clustering protocols for sensor networks. Many clustgprotocols use an intuitive
argument that steady state period should be long enoughareshpiith the setup phase
in their assumptions to amortize the overhead of clusten&tion [3, 29, 2, 6]. Notwith-
standing running the long steady state phase for amortestgp overhead, the nodes
suffer from an early drainout of their energy resourcesltega reducing lifetime.

3.3 Related Work

This section is divided in two parts to give the related wooksnode clustering and
domatic partition in sensor networks.

3.3.1 Related node clustering techniques

Clustering becomes indispensable when energy is considsran optimization param-
eter. Many clustering algorithms for maximum network lifeé¢ problem have been re-
ported in literature [36] aiming at minimizing the energyespin communication using
different heuristics such as: a minimal numbers of clustach that each node in clus-
ter is atmostt-hops away from the clusterhead[37] and rotating the cthstal roles
to all the nodes based on some criteria [29, 2, 38]. To our kedge, none of these
algorithms aim at reducing the energy spent in clusteringalustering setup phase.

An optimal algorithm for clustering sensor nodes uses tka iof balanced clusters
such that total distance between sensor nodes and clusteiheninimized. Balanc-
ing the clusters evenly distributes the load on all clustathnodes and minimizing the
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total distance reduces the communication overhead resufesiuced energy dissipa-
tion. The well studied problem of clustering is to minimiretmaximum intra cluster
distance (between the nodes and clusterheads) over akxdufn addition to minimiz-
ing intra cluster distance, minimizing the inter clustestdnce (between clusterheads
and base station) also becomes an important optimizatioarfergy conservation in
lifetime problem. A clustering scheme reported in [39] edlls optimal energy aware
clustering in sensor networks use these aspects thedheti€ar sensor network in
underwater sea applications, a clustering scheme baseidhdarsdea called as min-
imum cost clustering protocol (MCCP) reported in [6] coresgla cost-metric based
on minimum intra cluster and minimum inter cluster distaf identifying clusters.
The main drawback of these minimum intra cluster and intastelr distances based
approaches is the high energy overheads in setup phasestérohg and re-clustering
often requires several iterations for convergence of elirsg) algorithm. Prior works on
node clustering used different heuristic to elect a noddwegerhead such as: residual
energy, number of neighbors, node ID, number of times a naddbcome clusterhead
etc.

A weight based distributed clustering (WCA) algorithm [4@fs the weighted com-
bination of node parameters such as: the ideal degreentission power, mobility and
battery power of mobile nodes for electing the clusterhed@tss scheme considers the
mobility of nodes which perturb the stability of the clustenfiguration due to change
in network topology, therefore reconfiguration becomes/oidable. The clusterheads,
forming a dominant set in the network, determines the togpglds stability and the
time required to identify the clusterheads depends on tamelier of the underlying
graph. The drawback of WCA is apparent under energy com¢graituations when
the algorithm suffer from high energy overhead in configoraand reconfiguration of
cluster setup suggests the scope improvement of lifetiméistributed clustering algo-
rithm (DCA) [4] application nodes use highest weight amo#gp)p neighbor to become
clusterhead. The drawback of these clustering is high greargrhead in clustering and
re-clustering setup.

In LEACH [29, 38], the energy load of being clusterhead isndyelistributed
among nodes by randomized rotation of clusterhead rolel thelnodes based on re-
maining energy resource of the nodes to avoid draining tkttetysof any one sensor in
network. In HEED [2] the clusterhead nodes are periodicadliected using a hybrid
scheme based on residual energy and node degree for loating@fficiently. In both
these approaches and also others assumes a long steady stéset the setup load
due to clustering and re-clustering operations. HEED is@s many as 12 iterations
for each setup phase [2]. Recently, minimum cost clustgmotpcol [6] has shown bet-
ter performance than HEED. The advantage of rotating thetethead position among
all the nodes in adaptive clusters depend on nodes whichffdrated to the closest
clusterheads results in minimal intra cluster energy geson for communication the
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nodes to communicate nodes to its clusterhead.

In LEACH-F [3], a fixed clustering scheme, the clusters arediand only cluster-
head were rotated, resulting in nodes have to use a largergrabpower to commu-
nicate with its head when there is another cluster’s clasi@d is close by. Therefore,
using fixed clusters and rotating clusterhead nodes witlister, requires more trans-
mit power from nodes, results in increasing non-clustedheade energy dissipation
often arising due to skewed communication in the clusterewéver, the advantage
of fixed clusters is that once the clusters were formed, tieere setup overhead at
the beginning of each round. Depending on the cost of formathgptive clusters, an
approach where the clusters are formed once and fixed aneitiead position rotates
among the nodes in the cluster may be more energy efficienttBACH.

Unequal size clustering (USC) scheme[38] analyzed thautimalanced energy
consumption problem of clusterhead rotation is often dusgiaal size clusters in clus-
tering resulting to an unequal load on clusterhead nodeshwmten be overcome by
having clustering to identify unequal size clusters to mao uniform energy dissipa-
tion among the clusterhead nodes, thus increasing netwetie.

3.3.2 Areview of domatic partitioning

Pemmaraju and Pirwani in [1] have givérdomatic partition algorithmsi( > 2) for
various ad hoc network models which is summarized here foG8gD

The grid partition basedk-domatic partition algorithmgiven in [1], assumes an
infinite grid of small square cell is placed on deploymentplawhere each cell is
having dimension of1—2><%. This induces a clique partitioR of the deployed nodes
V(G) of G. ThusP = {1},V5,..,V,}, where the se¥; € P is a clique. For each
cliqueV; € P, a coloring schemg, based on node locations, assigns a distinct color
r = {1,2,..,|Vi|} to each vertex € V;, in cliqueV;. For many colors, the set of
all vertices colored- form a k-dominating set of7. This scheme may be used for
benchmarking of any domatic partition scheme. The disadgs of grid partition
basedk-domatic partition [1] are as follows:

e The partitioning of remote deployment area with a fixed gtrdcure may not
be feasible in practice for sensor network applications.
e The adaptation of grid partitioning baséelomatic partition for self organizing

ad hoc networks may be non-trivial.

The aim of this work is to identify domatic partition (fér= 1) for UDG model whereas
the k-domatic partition £ > 2) given in [1] cannot be adopted fér= 1.
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In [10] a scheduling scheme based on a randomized algorhaoimatic partition
is given for maximizing cluster lifetime problem.

The major drawback of existing domatic partition schemeleésassumption about
node’s pre-deployed strategy which is based on an extermahaual control for plac-
ing nodes inside a grid partitions. Due to large number ofenddployment and in
an inaccessible location, the user control makes its agphic in ad hoc and sensor
network difficult. The technique self organization cleaolyercomes from manual or
external control using local interactions based on showgeavireless communications
with the aims to achieve global objectives of particulamak configuration.

Our work focuses on efficient clusterhead rotation via sejbaizing domatic par-
tition for self organizing sensor network. Independenti® ¢lustering, our clusterhead
rotation scheme yields energy efficiency by reducing enengrhead in clusterhead
rotation setup.

The contribution in this chapter is the domatic partitianischeme with self or-
ganization support in UDGs. From now on, we call our domaé#dipon scheme as
self organizing domatic partitioningTo the best of our knowledge no such scheme
for construction okelf organizing domatic partitioaxists in the literature. Using this,
we proposed clustering scheme with efficient clusterhegatiom via self organizing
domatic partition which aims at improved network lifetimiEhe dominating set in do-
matic partition is not necessarily connected. We also oo makeshift to connected
domatic partition problem foconnectedness propertf dominating sets in domatic
partition.

3.4 Approach for self organizing Domatic Partition

We describe our self organizing domatic partition schemthis section which is the
basis for efficient rotation of the roles of clusterhead agiondes for achieving load
balancing aims at improving network lifetime. We give thg picture of our approach
first and then describe the constituent steps in the subsesdt detail. The problem of
domatic partitioning is achieved in two steps: clique paglkand ranking. Clique pack-
ing is a network decomposition scheme to identify cliquaoeg having the property
that heads form an maximal independent set:of, and their neighborhood a clique.
The clique neighborhood is defined as, vertices adjacenirtcludingv itself, enclosed
within % radius of closed disk around denoted by\V;,..[v], forms an induced sub-
graph called as clique neighborhoodwof The nodes that are not covered in any of
clique packing are calledncovered nodesThe property that uncovered nodes should
hold is that uncovered node together with clique packingh®oan maximal indepen-
dent setl, , of G /.. Next step of ranking, use the location information obtdifrem
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(a) Unit disk partitioning (b) Clique packing:Dark (c) Dense clique
shaded are identified in  packing in unit
phase-l and light shaded are  disk
identified in phase-II

Figure 3.1: Clique packing in unit disk

global coordinate system (GPS—global positioning systarhich defines the ordering
of nodes to evolve a ranking, which assign the ranks to eade nmoclique. The set
of nodes having same rank across each clique in clique pgekid uncovered nodes
(if not covered) forms a dominating set. The collection ddjaint dominating sets
form domatic partition. Finally, rotation of clusterheadges is to periodically activate
dominating set through domatic partition to obtain the ®tag with desired proper-
ties. Note that the scheduling schemes are beyond the stdipis work, so we have
included a simple mechanism for the completeness. For thplisity of exposition,
we present the design for UDG and later show the extensiogeperal graph models.
Following five sections present the details of our approacitlique packing, handling
uncovered nodes, ranking, domatic partitioning and cltugge

3.4.1 Clique Packing

The goal of clique packing is to decompose network in cliguasa UDG, the nodes

within half radius circle with head at the center forms awéqThus, the goal of clique
packing is to decompose the network into an independentfsgt @ so that distance

between two clique heads is at greater t%anThe following terms as defined below,
are associated with clique packing:

¢ Clique: The distance between the head node of a clique and any ottiemwithin
the clique is at mosg. Therefore, distance between any of two nodes within
a cligue must be at most 1. Thus the 1-hop clique packing in Ud@s a
packing of 1-hop clique. Consider two nodesv within clique region in any
clique packing. The distance between them and head m)ciheatmost%. Since,
luv| < & and|uw| < 1, thereforevw| < 1 and all the nodes within partition are
within their transmission radius. Thus the partition regforms a clique.

e Bounded cardinality:The clique region in clique packing has to be non-empty
with cardinality of atleast(G)/c excluding head node for constanfdescribed
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later). Thus, the size of each clique is ensured to be at(é&5h + 1) /c.

¢ Clique packing densityThe number of cliques, which can touch an clique with-
out any intersections, intersecting UDG is defined as clipaeking density.
Figure-3.1(c) illustrates a proper clique packing. Coasithe radius of a 1-hop
clique atmost ag. The distance between two independent nodes (neighboring
cliqgue heads) is greater th%n The density of clique packing is the number of
intersecting cliques packed in unit disk. From figure-3) e calculate the max-
imum density of clique packing ﬂ(’;—;:)z = 16= ¢ (details given later in lemma
3.2) to define the lower bound for clique size. Thus, for a disk graph, the
clique packing density is constarnt16.

No direct method to obtain the clique packing in a networknewn to us from
literature [41]. However,one can obtain unit disk partifitg of G with the known
techniques [3, 29, 2, 38, 42]. In the unit disk partitionirfglq distance between any
pair of nodes is atmost 2 in any partition, whereas for clitheeproperty of maximum
distance is 1 for any pair of nodes. Therefore, partitionifigunit disks in UDG is
not a clique packing. However, from a given unit disk pastitng we could further
decompose to obtain the clique packing. Thus we define cjigie&ing as two phase
decomposition in our scheme: unit disk partitioning andu packing.

1. Unit Disk Partitioning: The aim is to achieve unit disk Partitioning for bounded
size clique in constant rounds. This approach works asvigtidnitially a random
subset of nodes decides to contest for clusterhead elecBome of them are
successful without conflict while others resolves. Usimgeli based contention
resolution, some of them succeed as the clusterheads tauuitrdisk partitions.
We use clustering approach with a timer based atomicitydsolving contention
with guaranteed constantround [3, 29, 2, 42, 43]. Af¥¢t) rounds, all the nodes
are either within radio range of clusterhead or becomegailsad. Unit disk
partitions also identify nodes within distancepfrom clusterheads as a clique.
Thus, a partitioning of unit disk with the clique at its ceniteidentified figure-
3.1(a), in the first phase and nodes in the unit disk partitiat lies between
band; to 1 has to undergo election in second phase for clique pgasrshowed
in figure-3.1(a). The implementation details of distrilmitgproach are skipped
here, for simplicity of exposition. Thus, phageforms unit disk partitioning
having a clique in each unit disk and only non-cliques no@desgpates in second
phase for election showed in figure-3.1(a).

2. Unit disk partitioning to clique packingThe unit disk partition is further parti-
tioned into cliques in phasgf to identify disjoint cliques. Using the same clus-
tering [3, 29, 2, 38, 42] approach used for unit disk pamitng, only the non-
cliqgue nodes undergo election in phaseto elect nodes as leaders for clique
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Figure 3.2: Uncovered node and uncovered cluster in boualigae packing of G

partition. For contention resolution, a timer based medmans used to guaran-
tee the atomicity for convergence in constant round. Thutheaend of one or
two rounds clique are identified forming clique packing fien®.1(b). The details
of distributed implementation issues are skipped here.e Nt size of clique
in clique partition is bounded below by + 1)/c are retained as clique pack-
ing for domatic partition whereas the ones not meeting thenlle are termed as
uncovered nodes (or uncovered clusters).

3.4.2 Handling uncovered nodes in bounded size clique pacig

The nodes, which are unable to form bounded size clique pgdkecome uncovered
nodes as shown in figure-3.2(b). We avoid triggering retelusg in clique packing
by handling uncovered nodes separately. For example, astamen as small circle in
figure-3.2(d), becomes an uncovered node by existence diynbaunded size clique.
If the uncovered nodes try to form a bounded size clique thesquires unpacking of
nearby clique nodes, thereby triggering re-clustering l@ading to several iterations.
There can be more than one uncovered nodes in close neigidabdf each other,
forming an uncovered cluster (shown in figure-3.2(a)), bseaof identifying bounded
clique in a few iteration rounds. Thus, in bounded size digacking, uncovered nodes
or uncovered clusters may be identified to avoid re-clusteleading to unbounded
iterations. It may be noted that for resource constrained@enetworks, the large scale
iterations throw substantial overhead on energy resouticesefore keeping some stray
nodes as uncovered nodes with a careful mechanism is desirab
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3.4.3 Ranking

The ranking is an alphabetic ordering based(ony)-coordinates of clique nodes in
clique packing which helps in identifying disjoint domiimag set ofG. In the presence

of uncovered nodes, the dominating sets also require unedvedes as dominators.
Therefore ranking of nodes, requires the following mechias:

1. Ranking of nodes in clique packin§uppose that each node in network has ob-
tained its physical location from GPS. Each clique in a @digacking assigns a
distinct rank to its nodes using alphabetic ordering basethe xy-location of
the nodes. The ranking is assigned in following manner: Eexle informs its
location to its 1-hop neighbors. This requires one round egsage exchange
msg=(ID,x,y). After 1-round of message exchange each node collectsdocat
information of its neighbors in clique. Now, order the nodkslbased on their
geographic location at each node in clique. Each node asgigmank on the
basis of it's rank in ordered list within clique. Each nodedxicasts message-
ID, clique,,, rank) to nodes in its transmission radius.

2. Acquiring ranks for uncovered nodeBach uncovered nodegquiresa rank on
the basis of its neighboring clique’s ranking. Now, we givemaple mechanism to
handle the ranking of uncovered nodes to prepare them foatlompartitioning.
Each uncovered node keeps track of the ranking of its neigidpolique packing
nodes (tracked ones are shown in figure-3.2(a) as grid marKée uncovered
node needs to receive rank announcement of its neighboliggecmember’s

ranks to form an ordered sequence of rafiks2, . .., max-range} from any of
cliqgue’s member nodes irrespective of its clique or nodeTBe mazx-range is
defined as:

max-range=min{max_rank{clique; }, max_rank{clique,}, ...,
max_rank{cliquey } }, where max rank is a function of maximum
rank which is assigned to any nodedique; andk is the number of
neighboring cliques of uncovered node.

In this way uncovered nodes either acquires the completereddsequence of
ranks (up tonaz-range) or it can identify the missed sequence numbers.

(a) No missed rank in rank-sequence: arbitrary raoét an uncovered node
receives the complete sequence of ranks from its neighiporligue.
In this case, the uncovered node is completely covered byhbering
cliques. Thus, the uncovered node acquires an arbitrak/fram sequence
{1,....,max-rangg.

(b) One missed rank detected in rank-sequence: missed Taekuncovered
node detects one missed rank in the rank-sequence. In thaisn, the
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uncovered node is covered by all the dominating sets extepimissed-
rank sequence. Thus, the uncovered node acquires rank assbed-rank.
Therefore, the uncovered node is picked up as dominatoraingarticular
ranked dominating set in domatic partitioning (explainaet).

(c) Multiple missed ranks detected in rank sequence: Eithés foouncovered
clusters or insufficient noddémultiple missed ranks sequence is detected
for uncovered nodes then this means an insufficient numbaodés are
deployed in network for domatic partition. In this situatiat best the un-
covered node can look for uncovered clusters to resolveditistion if
members of uncovered clusters has similar missed-ranks.

3. Acquiring ranks for uncovered clustersiore than one uncovered node in close
vicinity forms an uncovered cluster. This brings an optiatian for uncovered
nodes. The members of uncovered cluster, in addition toifaymissed-rank list,
exchange the missed-list among each other by a broadcasageeand compute
the intersection of missed ranks callemssed-intersection-ligshown in figure-
3.2(c)). For a missed-intersection-list, one with lowesd®& ID of the uncovered
node from uncovered cluster acquires that particular rétkers with common
missed-intersection may acquire rank arbitrarily fromgefl1, . . . ,max-rangé.

3.4.4 Domatic Partitioning

In our approach we obtain the domatic partition from cligaelpng and ranking. The
ranking of clique nodes assist to form disjoint dominatie¢ss The disjoint dominat-
ing sets are formed from}- clique packingsi) uncovered clusters arnigi) uncovered
nodes.

The clique nodes dominates the clique region, therefong tatributes to each
of the disjoint dominating sets. All the members of minimuizesclique in clique
packing necessarily become the dominators in domatictjgertand determine the size
of domatic number. Since all the members of minimum sizeugigontribute to the
domatic number, therefore nodes which are left over fronethiques are assigned to
any disjoint dominating set arbitrarily to satisfy pauiting criteria. It may be noted
that a dominating set may not be an independent set.

The uncovered node with an acquired rank either based oredirsgk or arbitrary
rank, joins the particular ranked dominating set in digjoiominating sets. Thus, set of
nodes having same rank from each clique of clique packingante rank of uncovered
nodes forms a disjoint dominating set.

It may be noted that in case an uncovered node have multigseairanks which
are unable to acquire a distinct rank, then it becomes iiifEato construct disjoint
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dominating sets of lower bound domatic partition due to fiisient number of nodes
in network.

Consider the maximum ranks of minimum size cliquergshich form the disjoint
dominating se?” = {Ds, ..., D,,}, whereD, is dominating set of;. For each clique
in clique packing, members with ranks, ..., m} joins the respective dominating set
D; (foralli = 1 : m). The members with ranks at leasti-1 of clique packing are
arbitrarily assigned to any of disjoint dominating $&t{ D, ..., D,,}.

The uncovered nodes with rank joins the respective donmgatset in
P={Dy,...,D,}. Similarly, in the uncovered cluster, the uncovered noditis kanks
joins the respective dominating seti#+{D;,..., D,,}. It may be noted that uncov-
ered nodes contribute to the size of dominating set but doesamtributes to domatic
number.

3.4.5 Clustering

Consider a given domatic partition of sige+ 1) /c. Scheduling the dominating sets in
round-robin needs a step to construct cluster around therdaimg sets. In clustering,

nodes in dominating set become clusterhead and allow tigalpeiing non-clusterhead

nodes within transmission range to affiliate with it.

Note that each dominating sets in domatic partition guaesitoverage of target
area. Thus not only coverage guarantees but also optimzatireducing the size of
dominating set subjected to a guaranteed coverage couldriEewksing our approach.
We have included the following lemma-3.1 which establisiesfull coverage of net-
work node to function exactly as the existed algorithm régwbm [1]. We claim for our
self organizing domatic to ensure the full coverage is baseggrinciples of dominating
set of graph G. By definition of dominating set of graph, angaof graph not in the
dominating set must be the neighbor of some node in dommagh In our approach
the clique packing and un-covered nodes together formsdheraiting set. Note that
un-covered nodes here only refers to the uncovered in cp@eking. Such un-covered
nodes when included to the dominating set, gives a full coyerof all the network
nodes. Thus, clustering based on dominating sets ensuires\arage. The size of do-
matic partition is not sacrificed to achieve self organmaihs observed in comparison
with existed algorithm reported in [1], more details areayiun the later section-3.6 of
the chapter.

Lemma 3.1 The clusters formed by domatic partition ensures full nekveoverage.

Proof: : Consider the domatic partitioW(G) = {D,..., D41y} Of graphG.
Each setD;, fori = 1 : (§ + 1)/c of domatic partition is dominating set @f by
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the definition of domatic partition. The dominating set lwhskisters of network is
induced by the dominating sé; of GG. By the definition of dominating s&t C V (G)

of graphG, any nodev € {V(G) — S} of graphG not in the dominating set must be
the neighbor of some node in dominating set. In our approaelclique packing and
un-covered nodes together forms the dominating set. Sammoede from each clique
dominates all the elements of cligues. When including weoed nodes together
with clique nodes forms a dominating set@f Since the dominating set covers the
entire network nodes by the definition of dominating set. réfare set of clusters in-
duced by the dominating set 6f ensures full network coverage. The domatic partition
D(G) = {D;},fori=1:(6+1)/c, computed by algorithm forms dominating setéf
thus the clustering obtained by disjoint dominating setieesfull network coveragel

3.5 Algorithms for Domatic Partition and Rotation

The domatic partition problem is NP-complete [44]. Approation algorithm guaran-
teesO(In A) approximation for domatic number which is the best possipleroxima-
tion for general graphs unle$éP C DTIME(n®U8's™)) [7]. Thus, greedy construc-
tion of domatic partitions to find large number of disjointndimating sets in earlier
works [10, 1, 7] has not considered an important aspect défosganization. To our
knowledge, there is no self organizing approximation atgar for 1-domatic partition
problem, which is needed for efficient and coverage presgiprotocols for sensor net-
works. In this section we describe three algorithms for figdarge domatic partitions
and scheduling activation of its disjoint dominating safége assume that the node of
the networks with unique IDs has location information usiiegess to global position-
ing system (GPS). We assume a UDG model for keeping simpbéiexposition; we
show that our scheme works for other complex graph modelsviihtincreased time
and message complexities.

Algorithm-1 constructs clique partitions using 2-phas@rapch. The iterative
rounds of first phase ensures the partitioningcbfn unit disk. By definition a unit
disk contains a clusterhead with any pair of nodes withirt digk being at most at
distance-2. In the first phase of algorithm-1 a set of nodes to become clusterhead
so that no two adjacent clusterheads are within the diraostnission range. The con-
tention among the nodes is resolved using a timer withirpgeri If all the node are not
covered, then iteration continues until either a node istelinead or having a cluster-
head (one or more) as it neighbor. Therefore, after a fewdsuhe set of clusterheads
form a maximal independent sétof G. This partitioning is called unit disk partition
which satisfies the following three properties:



44

CHAPTER 3. EFFICIENT CLUSTERHEAD ROTATION VIA DP

1. Each partition in unit disk partitioning is dominated dysterhead.
2. Any pair of member nodes of a partition is at most at distapf?.
3. The set of clusterheads forms maximal independent seG.

4. The nodes withimradius of % forms a clique of partition and rest of nodes are

non-clique of partition.

The non-clique members of each partition undergoes furthque partitioning for
electing leaders in phase-II to identify cliques which wk aa clique packing.

Algorithm 1 Two Phase Clique Packing

Input: UDG, IDs, 2D-locationy
Output: Bounded Clique packing = {V4, ..., V;} of V(G), uncovered cluster, un-

10:

covered nodes

(* Phase-I (Unit Disk Partition) *)

Election of clusterhead so that two nodes of more than 1 beitemes clusterhead.
Contention resolution time used for clusterhead election

Affiliate nodes Within% distances as clique

Nodes greater thah distances from clusterhead becomes candidates for phase-
election. Note that phasd-Identifies set of clusterheads as maximal independent
set (MIS)I of G, s.t. for any neighboring, y € I(G) (1 < ||zyl|2 < 2)

(* Phased{ I (Clique Partition) *)

Election for non-overlapping clique so that any two neigtiig clusterhead are at
least at distancé

Contention resolution timer with time period used for clusterhead election
Affiliate remaining nodes to closest clusterhead of clique

The cliques is bounded with at least the siZe- 1)/c. The nodes failed to achieve
bound becomesncovered nodesr uncovered clusteto avoid re-clustering

(* Handling of uncovered nodes)

Nodes failed to form or join bounded clique partition (to mlvwiolation) are
called uncovered nodes More than one uncovered nodes forms wcovered
cluster Note that phasd- ldentifies set of clusterheads for clique and uncov-
ered nodes as maximal independent set (Mig) of G 2, s.t for any neighbor-
ing z,y€l1/2(G12) (5 < |lzyll> < 1). Thus uncovered node and clique packing
together satisfies maximal independent propéty of G, /», required for proper
domatic partition.

The second phase starts with non-clique region of everydiskt partition to iden-

tify clique packing ofGG. The election of leaders for clique is also carried out using
timer with periodr to resolve the contentions. The contention resolutionsetian the
idea of allowing a formation non-overlapping of disk of at$¢radius = i whereas
resolving the contention in case of overlapped disk forarats detected by member
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nodes. The clique partitions thus formed satisfies the Idweand(d + 1) /¢ for cliques
in clique packing. The set of nodes not meeting lower bouongenty for cliques, turns
uncovered, such partition or node calledusovered cluster or uncovered nodehe
properties of clique identified in 2-phase algorithm-1 de following:

1. The distance between any pair of nodes in a clique of cii@eking is at most 1,

2. The distance between heads of any neighboring cliquesiqonecpacking is
greater thar, and

3. The size of clique in clique packing is bounded below(by+ 1)/c for some
constant in UDG (defined later in lemma-3.2).

In a few iterative rounds, there may be an uncovered areaesiét of non-overlapping
area of clique packing. When thencovered nodes more than one then they are
referred to as anncovered clusterThe size of uncovered clusters is bounded above by
(0 +1)/c, which are unable to construct clique in clique packing. Theovered nodes

or uncovered cluster satisfies the following properties:

1. The uncovered nodes together with the clique clusterf@ats a maximal inde-
pendent set, , of G/, and

2. The uncovered cluster size is bounded abové&by 1)/c.

Algorithm-2 has three goals) ranking of nodes in clique of clique packing using
location information obtained from geographical positmansystem (GPS);i) detect
the set of missed ranks in the neighborhood of uncoveredsntmtenhich there are
no cliqgue nodes bearing the rank in its neighboring cliquesacquire the rank either
as missed-rank or arbitrary rank amd) optimization of handling missed-ranks for
uncovered clusters (already explained in previous segtion

To achieve these goals, the algorithm-2 adopts the follgwimple mechanism. In
algorithm-2, the nodes in clique broadcast thiirs to form clique neighborhood list
which is then sorted in non-descending order of locatiors€daon global positioning
system GPS) so that each node assigns a rank in ordered listel&@ments of clique
then broadcasts its ranks. In the process of ranking of elgacking and to construct
disjoint dominating sets, the uncovered node has to keeg tfrank-sequence of its
neighboring clique of clique packing and acquires a ranke Thcovered nodes on
receiving the neighboring cligue-member’s ranks arrartgeftnd out complete series
of ranks up to the minimum of neighboring clique’s maximumks. Similarly, an
optimizationis applied for uncovered clusters. They exchange their edisank list
among themselves so that they computes the intersectionsstdiranked list called
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Algorithm 2 Domatic partitioning from clique partition and uncovereaties

Input: PartitionU = {V;,...,V;} of V(G) where eacly; is a cliqgue, Nodes have its
location from GPS

Output: Domatic PartitionD = {Dy, ..., Dy} of V(G)

1: Each node in clique broadcasts 3-tupley, cluster;,) to all neighbors

2: Each node received s from neighbors in cliquelNote that neighboring uncovered
node also receives it

3: Each node constructs local list 6D s of cligue members

4. Compute locally the sorted list dfDs on the basis of location information. Assign
the rank to itself from locally computed ordered list

5. Nodes of same rank forms dominating set $ayand collection disjoint dominating
sets forms domatic partition sét

6: Clique Nodes broadcast information of its ranks and afétiatlique clusterhead
(* Acquiring ranks for uncovered nodes*)

7: Uncovered nodes needs to receive the complete range of dcditssneighboring
cluster and identify thenissed ranks the rank-sequence and broadcast the missed-
ranks to neighboring uncovered cluster nodes

8: Uncovered cluster nodes on receiving missed rank-lisy doenpute its intersec-
tion, to getcommon-missed ranks

9: The uncovered-node without any missed-rank, joins aniigrany one of disjoint
dominating set

10: For amissed rankj, the uncovered node becomes dominator in dominatingset
For common-misserhnksj, any one ofuncovered clustek becomes dominator
D

11: Multiple missed-ranks of an uncovered node to look for umeed cluster with
common missed-ranks to achieve resolution of coveragerttsdarmation of dom-
inating set
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asmissed-intersection-rank lisThe uncovered node with lowest node ID becomes the
dominator for that particular ranked dominating set. Thine nodes of same ranks from
each clique of clique packing and uncovered nodes with saeir@d ranks together
forms dominating set.

Therefore, the node disjoint dominating set partitionsitiiér) of G such that each
partition becomes the dominating set(@f

In algorithm-3, scheduling of dominating set, assigns thle of clusterhead to
nodes. The clusterhead solicits affiliation from the namsttrhead nodes. In cluster-
head rotation, periodically the new dominating set from dampatrtition is scheduled
periodically.

Algorithm 3 Clustering from Domatic Partition
Input: Domatic PartitionD = Dy, ..., D, of V(G)
Output: Clustering with rotating clusterhead
1: repeat
2. foralliel..ddo
3 Periodically schedule nodes 6f; to be active forAt
4 Nodes ofD,; becomes clusterhead announces neighbors for affiliation
5: On receiving clusterhead announcement, nodes join anpitiaster
6
7

end for
. until all dominating sets exhaust their energy

3.5.1 Lower bound approximation factor of domatic partition

Lemma 3.2 The lower bound approximation factor on size of domatic ipart for
algorithm-2 is constan{- in UDG.

Proof: Consider the two phase algorithm-1, for clique packing. rigeo to identify
the lower bound of domatic partition, we first analyze theesof clique obtained in
algorithm-1. In the first phase of the algorithm, the unitkdgrtition of graphG is
obtained, where the diameter of each partition is at most #goa result in the second
phase of clique packing, the diameter of a clique is obtaatetiost one. For clique
packing, the set of nodes at the center of each clique shewd & distance greater than
l For a pair of neighboring cliques with centersganduv;, dist(v;, vj) 1 Leth be
an MIS of 1 and letv;, v; € I:. If we consider a disk of radius = 1 placed around
nodesv; andvj, then they are non- overlapping, shown in figure- 3 3. Thisumsethat
for a given node; the number of non-overlapping disks in areadfv;] is at most of
the size-=>,=16 = ¢ (a constant for UDG).

()
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Figure 3.3: Lower bound of domatic partition size for alglonn-2

The size of clique for node; is bounded below byN (v;)+1)/c. Since,d < N(v;),
therefore minimum clique is bounded below pyique;| > “71 The upper bound
for optimal domatic partition size i§ + 1), therefore approximation factor of size of
domatic partition of our algorithm i%zﬁ. Thus the approximation factor of domatic
partition is 1/16. O

3.5.2 Correctness of algorithm

Lemma 3.3 The setD;, fori = 1 : (§ + 1)/c, computed by algorithm-2 forms domi-
nating set of.

Proof: : Let us consider the dominating sBft for a particular value ot. Since, the
distance between any two members vatme rank of D; is greater than 1. Therefore,
the nodes with theame rank cannot lie within radius 1, thus forming an independent
set. Since dominating sét;, r € {1,2,...,(0+1)/c} contains one member from each
clique, i.e. dominator from all the cliques and uncoveredea® Thus the set of nodes
with the same ranksforms maximal independent setGf Besides, the nodes of same
ranksi, the dominating set also contains nodes with other rankdds the redundancy
and better coverage. Thus, the ggfr € {1,2,...,(0 4+ 1)/c} is a dominating set.

O
Algorithm-2 partitions vertices ofr into disjoint dominating sets. Hence it yields do-
matic partition. After a domatic partition is identified algthm-3 performs clustering.
The scheduling of dominating set for a maximum duration Vit@s affiliation of mem-
ber nodes. Non-clusterhead nodes join any adjacent dhestdr Thus algorithm-3
yields clustering around disjoint dominating sets.

Lemma3.4 LetD = {Dy,..., Dy} be a domatic partition of/(G). For each node
v € V(G), eitherv or its neighborN (v) is in dominating seD; for all i = 1, k. For
eachD; to be dominating set, the following boolean equation hotds:
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/\ v € Di) V (N(v;) N Dy) # 2] (3.1)

||>Q

Proof:

Consider an arbitrary grapfi = (V, £') and a numbek < |V|. For each partition
D;in D = {Dy,..., D} to be dominating set, then for each nade V (G), either
nodev or its adjacent node séf(v) isin D, for eachi = 1, k. Thus, foreach < i <k,
apply dominating seb;, . .., Dy to test for dominating V(G) by each; € D. Ifitis
tested true then either € V(G) itself is i"*-dominating setD or one of its neighbors
in D;. Thus, evaluation of boolean expression equation-3.1shold for D computed
in algorithm-2 to ensure sé? as a set of dominating sets Gt

Lemma3.5LetD = {Dy,..., Dy} be a domatic partition of/(G). For each node
v € V(G), there exists at most one dominating €&t s.tv € D,,, for which it is
dominator. ForD to be node disjoint collection of partition sef3;, the following
boolean equation holdsue:

V(G)|
B, = /\ Fwlw|(p > 1) A (w>p) A (k> g > w)]
;€ D) A (N vy ¢ DY A( N v ¢ Dy (3.2)

p=1 q=w+1

Proof: The other mandatory property for collection of dominatiregssin domatic
partition is disjointness of dominating sets i.e all thetioes must be covered in
dominating set and each vertex must be member of one and onljndting set. Let
i, j, w be the index variable which can take valyés. . ., k}. The formulais divided in
three clausesi) there exists an index for which nodev € V(G) is in dominating set
D,, ii) there must exist a lower index varialile- {1,...,w — 1} the nodev ¢ D, and
i) there exists an index variabje— {w + 1, ..., k} for which nodev ¢ D,. Similar
to lemma-3.5, for each vertexc V(G) andl < i, j < k, i # j, apply the test case for
its being disjoint. Thus, evaluation of the boolean expmsequation-3.2 holdsrue
ensures disjointness criteria. If it is true then sBtsust be disjoint. Thus, for given
k itis validated to form a node disjoint set in domatic pawtitof size atleast < |V|. O
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Theorem 3.6 For anyd, the setD = {D;,..., D;} computed by algorithm-2 forms
domatic partition.

Proof: : Consider partitionD = {D;, D,, ..., Dy} identified by algorithm-2. From
lemma-3.4, we verify that each partitidn; is dominating set ofy. From lemma-3.5,

we verify that the seD holds node disjointness property. On the basis of mandatory
properties: Collection of dominating sets and node disjeas, we can say that the
algorithm-2 computes domatic partition Gf O

3.5.3 Generalizations

The generalization of approach presented is considerdusrséction. Beyond UDG,
the approach also works for general graph models: UBG anatBrbounded graphs.
Furthermore, the approach for domatic partitioning canxierelible to connected do-
matic partitioning.

1. Generalization to UBG (Unit Ball Graph), Growth Bounded @ha The UDG
model assumes that network resides in 2-dimensional Eealidspace. Our
approach extends in a straightforward manner to UBG4H-thmensional Eu-
clidean space. Each clique has the diameter 1 and theredorer®n-emptyi-
dimensional hypercube induces a clique&r25]. In growth bounded graph the
maximum independent set is computediflog A. log™ n) rounds in distributed
algorithm using messagé&3(A.logn) in [25]. Thus, the algorithm still works
but with the complexities of growth bounded graphs domisate

2. Connected Domatic Partitioningextending the domatic partitioning scheme to
connected domatic partition is difficult than constructangninimum connected
dominating set. The Domatic partition problem find as marsyoiiat dominating
sets of a graph as possible. In the connected version, atiaddirequirement
is that each dominating set induces a connected subgra@h Fhus, problem
is NP-complete for maximum connected domatic partitiorbpgm. A simple
observation is that a small fraction of dominating sets dula@matic partition
may satisfy additional connectedness. The exact reldtipraf connected do-
matic partition and domatic partition is kept out of scopeha$ work. However,
we modify the design aspect to convert it for connected danpatrtition. For
connected domatic partition we modify ranking of cliquetpam algorithm to
extent that ranking of independent nodes needs to includenafding node from
adjacent clique. Since the distance between two adjacepiechodes can be at
most 1, thus more cliques resulting to a non-overlappinguels packing having
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the radius ranging fron}l-to-%. We observe that the connected dominating size
is larger to the size of dominating set, so reducing the siz@onected domatic
partition than domatic partition.

Lemma 3.7 The connected domatic partition is bounded%@yactor of domatic par-
tition.

Proof: : Consider that packing cg‘-radius disk within distance-2 Unit disk. Then, the
ratio of packing density of clique i§5 times approx. for connected domatic partition.
Hence, connected domatic partition is boun@@d)f domatic partition. Note that to
obtain% approx. factor for connected domatic partition a carefukiag results to a
more substantial computing. O

3.5.4 Distributed Complexity Analysis

In order to collect complete 1-neighborhood, each nodedwasts its status to all neigh-
bors; it thus requires 1-round of message exchange. Thamemgateps in algorithm-
2 compute the output by locally simulating the computatiomistributed algorithm
without any communication. Similarly, for clustering raim algorithm-3 also needs a
round. Thus the distributed algorithm need constant rodnds. The message size is
constantO(M) where )M is size representation of location information. However, f
k-domatic partition the complexity-(time and space) inse=ato colleck-hop neigh-
borhood information. Thus it i€)(k)-rounds and)(M*) message size for-domatic
partition in [1]. The lower bound for the size of domatic pi@oh set is at least of ap-
proximation factor% to the optimal size. The proposed algorithm gives approkona
factor of1—16 and approximation factojg for connected domatic partition in UDG.

3.6 Simulation of Protocol Behavior

As mentioned earlier, the domatic partition is used for @tag based on dominating
set in sensor networks. Therefore, important factors tlegdnto be considered for
evaluating our approach are as follows:

1. sizeof domatic partition,

2. energyoverhead in clusterhead rotation setup,

3. timeoverhead in clusterhead rotation setup and
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4. networklifetime

We have conducted simulation to evaluate the performanceaioélgorithm in the
above four areas.

First we compare the size of domatic partition computed by s@if organizing
domatic partition algorithm with thé-domatic partition scheme reported in [1]. The
first objective is to demonstrate through simulation thatlikenefit of self organizing is
achieved without loosing quality of domatic partition. egtwe show that overheads
in achieving self organizing feature in domatic partitisraimortized by considering a
long steady state application in clustering. Thereforenex examine the effect on the
network lifetime by clustering approach based on our seJaaizing domatic partition
and present results obtained by comparing to differentteiusy protocols [3, 2, 6].
Thus, our objective is to establish through simulationsrtéegain in network lifetime
using clustering technique considering overheads inusteting setup (including self
organization and re-clustering).

For simulation experiments, we consider a sensor networtodesN = 100 de-
ployed in100m x 100m region randomly. We assume that all the nodes start with
uniform energy. We adopted a linear energy model same as @8, 29] to compare
the lifetime performance with representative clusterifggpathms. The simulation pa-
rameters are summarized in the figure-3.6 which are drawn the experimental setup
givenin [3, 29, 2, 6]. For simulations, we used Prowler/MhatJ42], event driven simu-
lator for sensor networks. After the domatic partitioning schedule disjoint dominat-
ing sets using some scheduling technique. For clusterisgan our self organizing
domatic partition, we assume some scheduling scheme ire ptaotate clusterhead
based on dominating sets.

3.6.1 Performance analysis for domatic partition

We have gathered results to look at the basic issues retatpaitity of domatic partition
in terms of its size. Thus, the main issue considered in tesien is: Whether we
achieve self organization without sacrificing quality ohaatic partition.

We give the performance of self organizing domatic pamitio this section. We
analyze the trend of clique partition and the quality of deating set computed by our
approach. Next, we compare the size of domatic partitionprded by our self orga-
nizing domatic partition with thé-domatic partition technique reported in literature

[1].

1. Trend of clique partitioning in domatic partitiorVe have used algorithm-1 to
show the trends of intermediate stage results in our apprdache experiments,
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Parameters
Ep 50n.J /bit radio electronics energy
Eogg 5n.J /bit energy dissipation for aggregation
Bw 1Mbps bandwidth
€friss 10pJ/bit /m? radio energy (Friss att. model)
€9 ray 0.0013pJ/bit/m* | radio energy (two-ray att. model)
Eryattery | 2J initial battery
N 100 number of nodes
M x M | 100m x 100m target area
BS (110, 110) coordinates for base station
[ 1000bit data messages size
Leontrol 200063t control message size
Nrpara | 5frames/round | number of frames in TDMA round
R 10 Radio transmission range

Figure 3.4: Simulation parameters
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Figure 3.5: Clique patrtitioning in algorithm-1

we fixed the target area and increased the number of nodeslyrarthe clique
partitions. Figure-3.5 shows the trend of mean size clicarétpns. We observe
that average size of clique partition is increases lineaitii the number of nodes
in network. The linear trend in average size of clique panitshows that self
organizing algorithm is able to partition the network prdpe

. Trend of dominating set in domatic partitiépuality of dominating sets obtained
in domatic partition is of special interest to clusteringfmcol. Here, we obtain
the results through algorithm-2 to look into the trend of #ime of dominating
set computed by our domatic partition algorithm. We meashieemean size of
dominating set for different network sizes. The trends inrfgg3.6 show that the
dominating set size is slowly increasing with the size ofrieévork, on a fixed
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Figure 3.6: Quality of dominating set in algorithm-2

target area. The smaller the size of dominating sets, tlgeddhe domatic set
yields. Thus, we observe a constant approximation to theeafiziominating set
on varying network size to large size. The dominating seec®the entire target
area, thus disjoint dominating sets are coverage presgrvin

. Performance comparison of domatic partition si¥e analyze the performance of
our self organizing domatic partition algorithm in termsméan size of domatic
partition identified by our algorithm. For the performanaerparison, we used
k-domatic partition algorithni( > 2) reported in [1]. In order to compare the
effect of our self organizing, we adjust our approach#ct 2 wherek-domatic
partition means disjoint-hop dominating sets. Fo2;domatic partitioning, we
consider 1-hop clustering to be clique partition fo& 2, thus it simplifies our al-
gorithm to consider for self organizirigdomatic partition. Figure-3.6, shows the
performance comparison of our self organizing approach thie clique partition
using manually placed grid on the region. Inspite of selfaoiging characteris-
tics, our self organizing domatic partition could achiev@&railar performance in
terms of sizes of domatic partition. Thus, we observe thiitosganizing char-
acteristics is not sacrificing to the size of domatic pantiti In figure-3.6, we
compare the quality of domatic partitioning with algoritroh[1]. The metric
of comparison is partition size, we observed that our apgroaelds the size
of domatic set similar compared to [1]. In spite of its beingedf organizing
protocol, compared to fixed grid topology for clique paditing of schemes [1].
Thus, our proposed algorithm is distributed and self orgagi which discovers
their neighbors based on radio communication, has achigweithr approxima-
tion factor compared to scheme [1], our algorithm has notifseed quality of
domatic partition. In figure-3.5 we observe that our apphoalso gives similar
results compared to scheme in [1]. We also state that oueaddimatic partition
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Figure 3.7: Comparison of domatic partition size

some of the dominating sets have connectedness propegyexHtt relationship
between domatic and connected domatic is an open area afchsesSo we re-
sort to our simulation results for its comparison. In fig@.&-we observe that for
large network sizes, the fraction of connected domatidtpans is small.

3.6.2 Comparison oftimeoverhead in clusterhead rotation setup

The temporary unavailability of network services during getup phase (i.e clustering
and re-clustering) is also an important factor for meagutime overhead of the setup
phase while comparing the clustering protocols. In ordexdcount the time overhead
involved for setting up clusters and re-clustering for itgation, we define the term
network unavailabilityas the time period when the network is busy in setup phase and
remain unavailable temporarily to the services. For theetowerhead in setup, we as-
sume nodes communicate the control messages in clusteting @nd remain unavail-
able for durationl% seconds. A comparison of time overheads in rotation setup
of our domatic partition based clustering approach witled&nt clustering protocols

[3, 2, 6] is given in figure-3.9.

We observe that domatic partition based clustering is ginalotation of cluster-
heads because the re-clustering involves only a local @paria switching up of clus-
terhead role to the new nodes becoming clusterheads. Ortlike ltand the cluster-
ing protocols [3, 2, 6] require several iterations for id&mhg new set of clusterheads
globally, for example, LEACH [3] involves single iteratidar re-clustering compared
to HEED [2] (and MCCP[6]) which needs several iterations@ui®?) for re-clustering
setup. Thus, for time critical applications, our domatictp@n based clustering re-
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Figure 3.9: Comparison of setup time for rotation
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Figure 3.10: Comparison of rotation energy dissipation

duces the non-availability time overhead by abgGftc as compared to the HEEDI[2]
protocol. As compared to LEACH [3] our domatic partition bdsapproach improves
only marginally in time overhead.

3.6.3 Comparison ofenergyoverhead in clusterhead rotation setup

The clusterhead rotation involves setup for re-configorat{also known as re-
clustering) to consider the energy overheads involvede¢atifly new set of clusterhead
nodes in re-clustering. Besides the re-configuration setugp periodicity of cluster-
head rotation is an another important issue which adds taygr@verheads, which
is discussed in detail later in section-3.6.4 but used insinnulations. We compare
the energy overhead of our domatic partition based cluggegechnique with those of
LEACH, HEED and MCCP. Our domatic partition approach onlgaeeto communi-
cate control messages. Other clustering protocols needetttify a new set of clus-
terheads by invoking some leader election process. We asthem for re-clustering,
node spends energdy;, in cluster setup by communicating control messdggs.; to
its neighbors. The number of setup-iterations to reconéigbe clusters varies differ-
ently in clustering protocols. In HEED [2], the iterationaries up to maximum of2.
For LEACH [3, 29] it is of single iteration. A non-overlapgrcluster partitioning of
network is assumed for experiments. The simulation resflisnergy overhead for
clusterhead rotation is given in figure-3.10.

From comparison of energy overheads in clusterhead rotgiien in figure-3.10,
we observe that our domatic partition based clusteringagagr overcomes the energy
overhead in clusterhead rotation by ab8éftc as compared to HEED [2].As compared
to LEACH [3] our domatic partition based approach improva/aonarginally for re-
ducing energy overhead.
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3.6.4 Correctednetwork lifetime

The aim of lifetime comparison is put up in the form of followg question: Whether
amortizing all the overheads in re-organization and sajfanization setup over the
steady state phase results in an improved network lifetichéegable by our algorithm
compared to other clustering protocols. The energy condumyesensor nodes com-
prises of three components:

1. Energy initially spent in self organization,
2. Energy spent in steady state operation and

3. Energy spent in periodic re-organization.

The network operates in rounds. In each rouvg, ;4 frames are processed by each
node. The notion of network lifetime is the number of simigatrounds completed
until certain number of nodes die out due to energy exhans@tusterhead rotation is
performed after around 20sec of normal operations of rowidsh is computed based
on initial energy of nod@.OSngggﬁg’“y [3]. We assume a simple energy model which
depletes its energy linearly used in [3, 29, 2] and all theesodave uniform energy
2J at the start. The normal mode of operation continues untb@erdies. After the
node starts dying, re-clustering is done and normal modeefaiion continues. We do
not ensure the network connectivity as the nodes die outmulsition to compare the
network lifetime of our technique with which we have compuboer results. We assume
that a node during its lifetime plays a role of either the t#dsead or non-clusterhead.
The nodes in clusterhead role spend endrgyto receive all the data signalg,,, from
the non-clusterhead nodes, spend endigy to aggregate the signals and spend energy
to communicate the aggregate data to the base stafjgn.p_i—ps OF dén_to_Bs
using pathloss propagation (Frigsss or two-raye,_,,,). Whereas the non-clusterhead
node spends energl;, to send the sensed data sighal, to the clusterhead. This
accounts for energy usage of clusterhead and non-clusigrfeales in handling a single
frame processing. The total energy drained from each nogerdks on number of
rounds completed in a clusterhead role and the rounds céedpses non-clusterhead.
Thus, a node becomes clusterhead more than once durinigiing.

While evaluating network lifetime we consider two aspec¢isghe total number of
rounds completed (in simulation) until certain number ofles dies of their complete
energy exhaustion and) the total number of messages communicated to the base sta-
tion until certain number of node dies. They are called ciee temporal lifetime
(described in section-3.6.4) and corrected capacityinifetdescribed in section-3.6.4)
respectively.
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Figure 3.11: Performance comparison withrrectedtemporal lifetime
Corrected temporallifetime

The corrected temporal lifetime refers to the number of camitation rounds executed
until certain number of node dies of its complete energy astian together with an
additional energy overhead in rotation of clusterheadbeaend of each round.

We conducted a simulation experiments for comparing theected temporal life-
time using method described in section-3.6.4 and the eavdt shown in figure-3.11.
We compared theorrectedtemporal lifetime of our domatic partition based cluster-
ing with the following clustering protocols: MCCP[6], HEEZ} and LEACH[3]. We
observe that clustering based on domatic partition immdeeporal lifetime com-
pared to all these clustering schemes. The main reason obuimg over these clus-
tering scheme is due to identifying clusterhead based amged dominating set and
non-clusterhead adapting to join to the nearest clustdrb@aninimize intra cluster
communications. Similarly, since multi-hop communicatis used for inter cluster
communication to base station, therefore minimum-hop patthn in-network aggrega-
tion optimizes the inter cluster communication. Most intpatly, our domatic partition
spend very less energy in clusterhead rotation as compauddtering schemes which
gives the last mile energy gains to improve corrected tealpibetime of network.

Corrected capacitylifetime

The corrected capacity lifetime refers to the total numldetada messages received at
the base station until a certain number of node dies of itspteta energy exhaustion

together with an additional energy overhead in rotationloéterheads at the end of

each round.

We conducted a simulation experiments for comparing theected capacity life-
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Figure 3.12: Comparison of corrected capacity lifetime

time using method described in 3.6.4 and the results arersiowigure-3.12. We as-
sume a spanning tree rooted at base station to enable a slut@eter cluster commu-
nication in our simulation. We comparedrrectedcapacity lifetime of our technique
with the following clustering protocols: MCCP[6], HEED[2hd LEACH[3]. We ob-
serve that our technique improves the capacity lifetimegamad to these schemes.

3.7 Summary

In this chapter we have developed a new self organizing dorpattition algorithm
for sensor networks. When this scheme is used as clusteraiggol for sensor net-
works, it gives time and energy efficiency in clusterheadtioh for maximum lifetime
problem. We have implemented the distributed algorithmsfef organizing domatic
partition and established its correctness for sensor nm&svd he approximation factor
of our domatic partition is atleast 1/16 of the domatic numfdre simulation results
demonstrate the efficiency of clusterhead rotation medsareerms of energy and time
overheads reduction and improving the lifetime of senséwogks. We demonstrated
that our self organizing domatic partition has achievecitivantage of prolonging net-
work lifetime even accounting for the overheads and withgadrificing the quality.
This work represents a new approach of efficient clusterhne@tion scheme using self
organizing domatic partition for sensor networks which ntegyapplicable for other
applications.



Chapter 4

Rotation of CDS via Connected
Domatic Partition

Wireless ad hoc and sensor networks (WSN) often requireecoech
dominating set (CDS) as the underlying virtual backbonedfficient
routing. Nodes in CDS have extra computation and communoitéiad
for their role as dominator, subjecting them to an early exstaon of
their battery. A simple mechanism to address this probleta switch
from one CDS to another fresh CDS, rotating the active CD8utin a
disjoint set of CDSes. This gives rise to the connected dompaitition
(CDP) problem which essentially involves partitioning thadesV (G)
of a graphG into node disjoint CDSes. We have developed a distributed
algorithm for constructing the CDP using our maximal indeg@ent set
(MIS) based proximity heuristics which depends only on eotivity in-
formation and does not rely on geographic or geometric infation. We
show that the size of a CDP that is identified by our algoritsratileast

bf;ll)J — f, where is the minimum node degree 6f 3 < 2 and

¢ < 11 is a constant for a UDG, the expected valuefds 5|V | where

e < 1 is a positive constant andl > 48. Results of varied testing of
our algorithm are positive even for a network of large numbksensor
nodes. Our scheme also performs better than other relatthiques,
such as the ID based scheme.
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4.1 Introduction

A wireless sensor network is an ad hoc network which has nal fir&astructure.
Nodes in a wireless sensor network are battery powered antincmicate either
through single or multiple hops. These networks are quicldploy in inaccessible
geographic regions. Generally, a large number of sensaack dispersed in the area
targeted for monitoring [45]. One possible way of deploymeould be that sensor
nodes are dropped from an unmanned aircraft forming a dekpige ad hoc network
with much more redundancy over the optimal number of sengdes required for area
coverage. The problem with wireless sensor network nodéstsdhey are operated by
batteries which generally cannot be replenished, thugihgitheir lifetime. Protocol
design to extend the battery lifetime and optimize powerscomption is, therefore an
important objective. In ad hoc networks, a virtual backbf& 47] can be formed by
constructing connected dominating set (CDS) for efficieniting. In general, a CDS
of a graphG = (V, E) is a dominating set’ C V such that each node ¥ — V'is
adjacent to some dominator nodelirand the subgraph induced by dominatingget
is connected.

The nodes in a CDS have an extra load of computation and comoatiam, thereby
depleting their energy resources faster than other node®twiork. That is why it
becomes desirable to switch to a fresh CDS from time to tintehas been shown
that battery performance can be greatly improved by usinggoludischarge instead of
constant discharge [48, 27]. A simple mechanism to comhwnad balancing and rest
times for lifetime extension would be to schedule the CD&troh periodically. Besides
load balancing, the rotation of CDS breaks the continuowesaimn of high battery
discharge by introducing a rest time to allow recharge recpeffect in electrochemical
batteries in extending the battery lifetime. This is a mation in identifying a high
cardinality node disjoint CDS partitioning of sensor netkgfor energy conservation.
This kind of problem has been treated in graph theory as theexed domatic partition
(CDP) problem. In line with that, we define the connected dapartition (CDP) of
a graphG = (V, E) as a partition of the vertex séf, into node disjoint connected
dominating sets (CDS). The problem of finding connected dunpartition (CDP) of
sizeCDP(G)>2 is NP-complete [33]. Therefore, we shall restrict ourssliefinding
an approximate solution to the CDP problem.

A related problem is the domatic partition problem in whiakjoint dominating
sets of a graph are identified which are used in sensor nesworkchedule dominat-
ing set for achieving energy conservation in data gathemmglication [1]. A seminal
work of Feige [7] on approximation guarantees for domatitipan algorithm has mo-
tivated research in this area leading to work on the domatititppn problem reported
in [1, 8, 49]. However none of them consider algorithmic atpef CDP. One method
to identify CDP could be to extend domatic partition to CDReAnatively, one could
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consider extending CDS to CDP. We analyze these approachaentify properties re-
quired for constructing a distributed CDP algorithm. Somendtic partition schemes
are based on clique partitioning of the underlying graptv[125] using global coordi-
nates. Energy constraints in sensor networks limit the figdobal positioning system
(GPS) in the nodes, therefore protocols relying only on eatimity information are
more useful. Computing clique partition using only connatst information is diffi-
cult [1] in a distributed framework. As an alternative toqule partition, the domatic
partition approach in [1] has defined uniform partition witbunded density property
for computingk-domatic partition ¥ >2), wherek is the length of shortest path mea-
sured by counting the number of edges in the pat&rinThe approach in [1] has not
considered 1-domatic partition (or domatic partition),ievhis desired for solving CDP
problem. The problem of extending domatic partition to CBRot considered in any
of the schemes in [1, 7, 8, 49]. None of the reported works ois€bBnstruction have
tried to address the CDP problem. A naive approach wouldvaking CDS algorithm
multiple times to identify disjoint CDS in a graph. But thigpaoach would loose out
on the objective of partitioning graph into a large disjdii?S, as the main objective of
CDS is to identify minimum size CDS. Besides this, the oth@n{s against multiple
invocation of CDS algorithm is a higher latency to form digjgCDS which may not
be desired for applications.

The acceptability of a CDP construction technique depenaishnon its construc-
tion efficiency. The efficiency of a CDP algorithm is based ohecting network wide
information which can be further used in construction of@2P with reduced commu-
nication. The overhead of CDP construction should be mushtlean invoking the best
known CDS algorithm multiple times. The message complefigDP is an important
performance metric to ascertain the construction effigiehatency of identifying dis-
joint CDS should be reduced using the CDP method as compéredoing the CDS
algorithm multiple times. The time complexity of CDP algbr gives a measure to
judge the effectiveness of CDP method compared to multipedation of CDS.

We have addressed here the development of a distributedtalgofor the con-
nected domatic partition (CDP) problem for unit disk grag®G) without relying on
geometric or geographic information thereby using conuggtinformation only. To
our knowledge, no such dedicated scheme for CDP is repartigiiature.

The rest of the chapter is organized as follows: sectiongtdevoted to the back-
ground from graph theory and related work. Section 4.3 dsfithe problem for study
and the contributions of this work. In section 4.4 we deseobr preliminary schemes
and results. Our algorithm for connected domatic partitopresented in 4.5. Section
4.6 contains as analysis of our algorithm. Experimentalltssre given in section 4.7.
The chapter is concluded in section 4.8.
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4.2 Background and related work

In this section we mainly define terms to be used later. A commodel for modeling
communication between sensor nodes isdbrenectivity modeWwhere a node is able
to determine that a nodeis adjacent to it only ity is within the transmission radius of
u. Nodewu cannot determine its exact distance fromrhis is the model we are going
to use.

A dominating setn a graphG = (V, F) is a subset of the vertex set” such that
every vertex inl’ — S is adjacent to a vertex ii. A minimal dominating set of a graph
is a dominating set which ceases to be a dominating set if artgxis removed from
it. A minimum dominating sé$ a dominating set having minimum cardinality.

Thedomatic numbeof a graphz, denoted bylN(G) here, is the maximum number
k such thati” can be partitioned into at mostdominating sets. Thdomatic number
problemis to decide for a grapty and a constant whetherdN(G) > k. Thedomatic
partition problemis to partition the vertices aff into dN(G) disjoint dominating sets.
In general, domatic partition problem is NP-hard [8], wieeredomatic number problem
is NP-complete forlN(G)>3. It is known that domatic partition problem is bounded
upper by minimum node degree of a graph plus one for geneaglhgt Graphs, for
which domatic number is equal to minimum node degres a graph plus one, i.e.
dN(G) = ¢ + 1 are calleddomatically full For example strongly chordal (SC) graphs
[8], interval graphs, complete graphs, complement of a detagraph, trees and max-
imal outer planar graphs are domatically full.

A CDS of a graph induces a spanning tree of that graph wheraddes of the
CDS are exactly the internal nodes of the spanning tree. Anadinconnected domi-
nating sets of a graph, the one with minimum cardinality ifedaminimum connected
dominating se{MCDS) [31]. Computing an MCDS in a unit disk graph is NP-hard
[50].

A connected domatic partitio(CDP) of a graph, is a partition of the vertex set
V, into disjoint dominating sets such that the subgraph ieduxy each dominating set
is a connected subgraph 6f. If a graphG has connectivity:, then|CDP(G)| < &
[32, 33], giving us an upper bound on the size of the CDP of algra& graphG has
the connected domatic fullnegsoperty if the size of its CDP is equal tg9 wherex
is the connectivity of7 [32, 33]. Theneighbourhood\N(v) of a vertexv is the set of
verticesu (u € V(G)) such that: is adjacent ta. In a given grapltz, two vertices are
independenif they are not adjacent. For a vertextheindependent neighbouds v is
P C N(v), such that ifv;, v, € P, thenv; andv, are independent.

Thedistance-2 neighbourhoauf v is denoted a¥dl;(v) = {u : 0 < dist(u,v) < 2}
where dist(u, v) denotes the length of shortest-path in G measured by counting
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number of edges in the path. For a veriexhedistance-2 independent neighbowifs
vis P, C {Ny(v) — N(v)}, such that ifv;, v, € P,, thenv; andv, are independent.
An independent set C V(G) is amaximal independent s@¥lIS) I of G if each node
v € (V(G)—1I) is adjacent to a node € /. An MIS is also called aindependent
dominating setA graphG = (V, E) is aunit disk graph(UDG) if there existsb : V' —
R? satisfying(v;, v;) € E if and only if || ®(v;) — ®(v;) ||2< 1, where® is called a
realization ofG [24]. The UDG has the following properties [51]:

1. For a vertex, the size of an MIS induced dxi(v) is at most.

2. A UDG G with maximum node degred,, contains a clique of size at least
[A/6] + 1.

Identification of an MIS and a domatic partition in UDGs are-N&d problems
[24]. By corollary, identification of a CDP in UDGs is also a Mfard problem. There-
fore, approximation algorithms for domatic partition isgp€at interest. The best known
e-approximation scheme for domatic partition has been tegan [7] fore = m,
where A is the maximum degree of a node ¢h Later Moscibroda et al reported a
randomised algorithm for the domatic partition (DP) [8] plem which ensures that
the size of DP obtained by their algorithm is within a factéii(log n) of the size of

maximum size of the DP, with high probability.

Pemmaraju and Pirwani in [1] reportéddomatic partition algorithms for several
communication models in ad hoc networks. We summarize teeimique for comput-
ing k-domatic partition (fork > 2) in the connectivity model. The-domatic partition
of G is a partitionD = {Dy, D»,...,D,} of V(G) such that each elemeft, of D
is ak-dominating set. Thé&-dominating set of7 is a subsetD; C V(&) such that
eachv € V(G) is either inD; or has ak-neighbour inD;. The k-neighbourhood of
vis Ng(v) = {u : 0 < dist(u,v) < k} wheredist(u,v) denote the length of short-
estuv-path in G measured by counting number of edges in path. For comgitie
k-domatic partition £ > 2) the scheme in [1] computes the bounded size partitions of
the underlying graph using MIS and employs ID aware optitiora For an integer
¢;, each partition assigns colors= {1, ..., ¢} to each of its member @b, according
to ID based ranking. For a particular colorinthe nodes from each partition forms a
k-dominating set and the collection of disjoirdominating set i¢-domatic partition.

A standard mechanism to compute a CDP, is to compute thexqgligdition first and
then from the clique partition obtain a CDP. By clique pastit we mean partitioning
of V(G) so that for each partition any pair of nodes is at most at aadég1 (i.e
max transmission radius). Using only connectivity infotioa it is difficult to get a
clique partition directly [1]. The alternative is to use tleisting k-domatic partition
scheme reported in [1]. But the existikgdomatic partition scheme has the following
drawbacks:
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1. Thek-domatic partition (fork > 2) scheme in [1] is unable to find 1-domatic
partition (¢ = 1) for some graph models. Therefore, the problem of domatic
partitioning using connectivity information is still open

2. The clique partitioning using connectivity informatiandifficult to compute as
stated in [1].

3. The ID based optimization uséedomatic partitioning (fok > 2) scheme in [1]
may result to a poor quality due to lack of distance inforimati

Thus, extending the existing schemes for domatic partiwo@DP is non-trivial as
the existingk-domatic partition schemes (fér > 2) [1] do not handle the 1-domatic
partition problem. In other words, a 1-domatic partition o= 1, using only connec-
tivity information (or domatic partition) is not computeg the scheme in [1], which is
of our interest in this work.

4.3 Formulation of the problem and contributions

We assume an instance of ad hoc network withodes settled in ground and use its
mounted omni-directional antenna to communicate in a regianaximum radius?.
The footprint of the ad hoc sensor network becomes a unit giahkhG = (V, E),
where each vertex corresponds to a sensor node and a paides roconnected by an
edge if their distance is at mo&t A single CDS can operate only for a limited time
draining the energy of the CDS nodes earlier than rest of sigdé& which are not in
the CDS. Hence, this leads to the maximum CDS lifetime praobiehich deals with
the partitioning ofGG into maximum number of disjoint CDSes to enable the network
to rotate the CDS roles of the nodes by switching from one Gb&bther from time
to time preventing any single CDS from early exhaustion ®kiergy. This results in
maximizing the CDS lifetime and also the network lifetime.

In the rest of this section, first we give the formal definitadrthe problem statement
and then we summarize the contributions of this chapter.

4.3.1 Problem statement

We now formally define the maximum connected domatic partifproblem. For a
graphG = (V, E), find a partitionP = {P,, P, ..., P} of V(G) of maximum size
such that each elemef € P in the partitionP is a connected dominating set (CDS)
of G. It may be noted that a CDB; of GG is a subse; C V(&) such that each node
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v € V(G) is either in P, or has a neighbour i, and the subgraph induced &y

is a connected subgraph 6f The problem of finding maximum connected domatic
partition is NP-complete, therefore developing a distiéoualgorithm for connected
domatic partition which approximates to maximum size cate@ domatic partition is
the main objective of this work.

4.3.2 Contributions

The contribution of this work is summarized as follows:

1. A newproximityheuristics based on identifying the maximal independerihse
unit disk is used to estimate node proximity using only catinéy information
without relying on geometric or geographical informatidiine proximity heuris-
tic has been used for nodankingfor CDP identification in our CDP algorithm.

2. Another contribution of this work is a neproximity aware clustepartitioning.
Using an initial CDS, the proximity aware cluster partitiog identifies clusters
of a minimum size by affiliating nodes based on their proxymalues.

3. The most interesting contribution of this chapter is a destributed construction
algorithm for the maximum connected domatic partition vihidentifies con-
nected domatic partitions @¥. We show that the size of a CDP identified is at

Ieastbf;ll)J — f, whered is the minimum node degree 6f, 7 < 2 andc < 11

is a constant for a UDG, the expected valug @ e6| V| wheree < 1 is a positive
constant and > 48.

Our algorithm has time complexity @b (nd) , message complexity @b (nds?)
messages and(J) rounds, where is minimum node degree @f.

4. Finally, the distributed CDS switching operation in CBPshown to be éocal
operation, often involving a single message exchange (at distance-2) from
each node in the current CDS to communicate to the correspgmaddes in the
new CDS directly.

Using our CDP algorithm we have shown that network life capiedonged by way
of 7) switching between CDS roles among all nodes by CDS rotatimugh CDP and
i1) taking advantage of battery recharge recovery effect bgdhicing rest times during
CDS rotation.



68 CHAPTER 4. ROTATION OF CDS VIA CDS
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Figure 4.1: Maximum number of distance-2 independent rmgrs of any node in
UDG

4.4 Preliminary schemes and results

In this section we describe our basic techniques and présamas for use in subse-
guent sections.

4.4.1 Maximum size of an independent set in the halo of a node

The maximum size of independent set (ISNis(v) — N(v) for any nodey, is a constant
cin G. The constant is used in our CDP algorithm, which is given in the following
lemma-4.1.

Lemma 4.1 For any nodev in a UDG, the size of an independent seNip(v) — N(v)
is a constantc < 11, which is the distance-2 neighbours of a vertegxcluding its
distance-one neighbours.

Proof: Consider a vertex of a UDGG. The distance-2 independent neighbolirs
of vertexv are in the band betweefunit disk (v, 2) and unit disk(v, 1)}, where unit
disk (v, 2) is a disk centered at of radius2 and unit disk(v, 1) is a disk centered at
v of radius1. Consider any IS oNy(v) — N(v). Since the vertices are independent,
the distance-2 independent neighbours; form a packing of unit diskv, 1/2) in
the region lying between unit digle, 2) and unit disk(v, 1) centered around shown
as in figure-4.1. Thus maximum packing density by unit diskl/2) is given as:

Co = % = 16 in No(v). Any nodewv can have at most independent neighbours
in N(v) [13, 31]. Therefore, for the regioN,(v) — N(v), the number of distance-2
independent neighbours of any vertexs at mostc = ¢, —5 = 16 — 5 = 11. Thus,

c < 11 for UDGs. O
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4.4.2 Maximal Independent Set (MIS) based Proximity Heuriics

Generally, nodes in a sensor network do not have accessar gieographical or geo-
metric information for estimating actual distances. Usinty connectivity information
nodes have to estimate their relative proximity. We givenapgdeé mechanism based on
the notion of maximal independent sets (MIS) to computedlaive proximity of each
nodev; in N(v) to nodev, whereN(v) is the set of adjacent nodesoin G called as
the open neighbourhood of Consider a node; in N(v).The nodev; computes the
intersection of its open neighbourhoddv;) with N(v). For1 < i < |N(v)|, each
v; € N(v) computesproximity (v, v;)=|MIS(N(v;) N N(v))|. From the property of
UDGs, we know that size of the MIS induced on neighbourhs6d) of any vertex is

a constanb [51]. Therefore, set of independent neighbour${v) N N(v;)} approx-
imates area of overlapping of unit disk centered,atio V; as shown in figures-4.2(a)
and 4.2(b).

Algorithm 4 Proximity ranking

Input: ClusterV,, with clusterhead.

Output: Ranking of nodes itN(«) based on relative proximity

. Let V,, be the cluster dominated by node

Let N(v) be the neighbourhood of cluster membet V,.

Nodeu sends out message, with the information ofV/, to its neighbours.

Nodewv on receivingV, throughm,; computes the intersection sgt = MIS(V,, N

N(v)). Note that MIS of intersection approximates the area oflapging.

Nodew sendsS, thoughm, to dominatoru.

Nodewu on receivingm, from all its members computes its relative proximity as

proximity = |S,| (Vv € V,,).

7: Nodew ranks each nodein V, based on non-increasing ordering using proximity
|S,|. In case of ties, node IDs are used to resolve for total anderi

L A O

o g

(a) Bigger corona for (b) Smaller corona for
the close neighbours distant neighbours

Figure 4.2: Overlapping of unit disk areas of neighbours idJ
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4.4.3 Computing proximity based ranking

A number of good cluster partitioning schemes have beenrtegon the literature
[52]. However, the problem CDP has remained an open problé&/a.assume that
some clustering technique [52] is used to decompose theonletmto clusters of cluster
partitioning. We now formulate a node ranking scheme ambagbdes in the clusters
of a cluster partition o~ to facilitate the CDP construction. This ranking schemeksor
using the MIS based proximity heuristics discussed in saef#.4.2) which uses only
connectivity information and does not rely on geographigesmetric information. In
this section we present a simple mechanism to obtain thamityxranking of cluster
members. LeV; be a cluster in the cluster partition and let its dominatatewg € I =
(M1S(G)) dominate all the vertices iW;.

A vertexu; € V; computes its MIS i, N N(u;). The, set of maximal independent
neighbours in/; N N(u;) approximates area of overlap of the unit disk centered
that centered at;, as shown in figure-4.2. The quantityiIS((V; N N(u;)))|, clearly
approximates relative proximity of node < V; with respect to dominatow; of V.
The nodeu; broadcasts its proximity value to its dominat@r The dominatow; after
receiving the proximity values of all nodes I3, computes the proximity ranking. In
case of ties, nodes can use node IDs to resolve for totaliagdemhe algorithm for
proximity ranking is now given.

4.4.4 Proximity aware cluster partitioning

Assume that we have a CD6= {I U C'} of GG, where[ is the set of dominators and
C'is the set of connectors, which can be formed using some C&itim inO(n)

time andO(nA) messages [14]. We now give a simple mechanism to compute the
cluster partitioning? of GG such that the size of each cluster has a constant lower bound

of | 5.
Step-1 Avertexw € V — {I,C} is affiliated with a cluster dominated hyof 7,
if vis dominated only by:.

Step-2 If avertex is adjacent to multiple vertices @f thenw is affiliated to that
u € I whose cluster size is currently less tha# |, if such au € I exists.

Step-3 Otherwise; is affiliated to the closest vertexc I, as determined by the
proximity heuristic.

Lemma 4.2 The size of any cluster obtained by algorithm-5 is at Ie{a&&)J , Where
0 is minimum vertex degree of grapghandc is a constant < 11.
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Proof: The bound or: (¢ < 11) comes from lemma-4.1. Follows from the given
construction procedure of the cluster partitions. In gaitr, steps for rule-2 and rule-3

of algorithm-5 ensure that lower bound F{‘S—J IS always met. O

c+1)

Algorithm 5 Proximity aware cluster partitioning
Input: CDS S = {I U C} of G and lower bound size=2 |
Output: P = {V4,...,V|;} as the partition of/ (G)
1: Let eachu € I send message;
2: Nodesv € {V(G) — I} receivem, from u and recordu in W,. (* ThusW, =
{I N N(v)} is the set of neighbouring dominators. *)

3: Nodewv sends message, containingi, tou € W,,.
4: Nodeu € [ receivesn, from neighbouring node.
5: Initialize V,, =.
6: forall w € I do
7. Rule-1:Include in clusteV,, nodes covered only hy.
8. forall ({veN(u)})A (W, =1)do
9 Ve =V, U{v}
10:  end for
Rule-2: Includey in clusterV, if closest tou and|V,,| < [ %]
11:  forall ({v € N(u)}) A ([W,| > 1) A (|Vi| < LC%J) do
12: if u is the closest dominator efthen
13: Ve =V, U{v}
14: end if
15:  end for

Rule-3: Includev in clusterV, if |V, | < Lj‘lj
16:  forall ({ve N(uw)}) A (W] > 1) A (JVa| < |Z5]) do
17: V.=V, U{v}
18: end for
Rule-4: Includev in clusterV,, arbitrarily to some of its dominator ifV,,| >
)
19: f%;gjll ({ve N} A (W, > 1) A(|Va] > LC%J) do
20: V.=V, U{v}
21: end for
22: end for

4.5 Algorithm for Connected Domatic Partition

In this section we describe our distributed constructiggoathm to find a large size
CDP of a grapiG. Let each sensor node have a unique ID. Assume that eachsiode i
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aware of its distance-1 neighbours. This can be dor@(ify) time. We also assume a
fixed node as the leader node. For example a base station ¢aadse node in sensor
networks or leader can be found using some leader elecijomitim inO(n) time with
O(nlogn) messages [53].

Our scheme is based on proximity aware cluster partitionihig based proximity
heuristic and iterative matching to obtain the CDP. Now, \we @ big picture of our
approach to compute a large size CDP.

Steps in algorithm for CDP

Step 1 Decompose the network in cluster partitions. (usiggrthm-5 given in
section-4.4.4)

Step 2 Compute the proximity ranking of the cluster nodesigigproximity
heuristic. (using algorithm-4 given in section-4.4.3)

Step 3 Compute the CDP by growing disjoint CDS trees by itet match-
ing cluster nodes in cluster partition to identify node disf CDS. (using
algorithm-6 given in the following section-4.5.1)

45.1 Growing node disjoint CDS tree by iteratively matchirg
nodes rank wise

After identifying the starting CDS and performing clusterfitioning we have a par-
tition of the vertices of~ into clusters. Each cluster contains a dominator node of the
starting CDS. The cluster that contains the base statioallisccthe leader cluster. We
first pick the lowest ranked (with proximity measure) avliéanode in the leader cluster
and find matching available nodes for it in all adjacent @tsstwhich are picked so that
it has the lowest rank among all available nodes in the corckcluster. In this pro-
cess, the node picked from the leader cluster is to beginagsigned a level df= 1.
All the matching nodes that were picked from the adjacerdtels are assigned a level
of [ + 2. Note that seed node in the leader cluster cannot commeniitiagctly with
matching nodes as they are distance-2 neighbours. It igftre, necessary to have
forwarding nodes through which the seed node in the leadstenl can communicate
to the matching nodes in the adjacent clusters. A minimabsstich communicating
nodes are identified and these are assigned a levieh-of. Through this process a
new CDSS’ is formed in stages, starting from the seed node in the lecldster and
expanding outwards. The matching nodes in the clusters &rIS I’ of the CDS,
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while the forwarding nodes form the set of connect@rsThus the news’ = {I'UC"}.
A S’ is then tested to be a CDS. If it is a CDS then it is added to the,@iherwise it
is not and the nodes continue to remain unavailable untipts processing step.

Connectors to connect leveland level-( + 2) dominators need to be identified.
Each potential connector becomes aware of lekel{) dominators that it can connect
and broadcasts the count of the nodes it can connect. Theis|@zel-( + 2) domi-
nator becomes aware of the number of dominators each adjaotamtial level-{+ 1)
connector can connect. Each level(2) dominator, then chooses the adjacent node
capable of connecting the maximum number of level-¢) dominators as its connec-
tor node. Ties are broken on node IDs. This scheme is eskgr@raadaptation of
the degree aware optimization technique [14]. This procéexpansion of the CDS
tree is continued until all the clusters have been visitetis process of identifying
a CDS tree, starting at the leader cluster and expandingawdsas called a round of
CDP formation. Identification of secondary CDSes continugg the construction of a
secondary CDS fails. A post processing step is often requaéandle thextranodes
left availableafter the completion of matching iterations. The propsrtéextranodes
hold are the following:

1. extra nodesre the dominatees of each CDS in CDP computed by algorithm-6

2. extra nodedeft after termination of matching rounds in algorithm-& ansuffi-
cient to form a separate CDS.

3. extra nodesre the available set of nodes which are not in any elemenbDét. C

A node from the set of extra nodes may be assigned to a CD® sayaking making
that node unavailable. Note that each nede V(G) setsB, an array of pointers
maintained by each node to record its dominators in each QEIDIP.

Now we give the outline of algorithm-6. Thauter iterationbeginning at step-6
starts a matching round to deal with finding the disjoint CB.S&ermination occurs
when no more available node remains to construct more CDBesinner iteration
beginning from step-9 deals with step by step constructicaen @GDS tree in a breadth
first (BFS) order. Two levels of the CDS tree tree are congtain the inner iteration.
The current iteration terminates when either all the clssgee visited or insufficient
availablenodes remains.
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Algorithm 6 Proximity aware connected domatic partition

Input: Initial CDSD = {IUC}

Output: Partition P = {D;, D», ...} of V(G) as CDP(@) where D; is a CDS ofG. Each
nodev € V(G) gets value of, aparent pointer for its role ini'* CDS andB[l1, ..., |P|]
an array of CDP pointers its dominator nodec P (for Bi] = 0).

1: Compute cluster partitioningVy, Va, ..., V7 } of V(G) usingalgorithmb
2: Compute proximity ranking usinglgorithm-4 (for each clusteV;, (1 < i <|I]))
3: Letu, be the leader node and be its cluster
4: Initialize available(v) — 1,Vv € V(G) — CDS
5: Let: +— 0
6: repeat
7. Leti«+—i+4+1landl 0
8: Letu,;, be the closest available nodelin; available(u; ;) < 0; D «— {u;;}
9: repeat
10: l—1+1
11: u;; sends a message so that all available nodes jn; € N(u;;) become itddomi-
natees
12: Eachw; ;11 node in turn sends another message to its (I&vel2)) neighbours, mak-
ing theavailablenodes apotential dominators
13: Let V, be the cluster, such that; € V,, andv, its clusterhead. Note tha, € I;
14: Let H = I N Na(v,) be the set of distance-2 neighboursvgiin 1
15: for all V}, such thatv;, € H anduvy, is the clusterhead df}, do
16: Eachactivenodev; ;2 € V}, sends its proximity value to, which then identifies
the closest among these (say» to become @ominator
17: Now available(u;j12) < 0
18: Nodeuw; ;1o broadcasts itself as the new dominatbry— D U {u; ;42}
19: Dominateesu; ;1 on receiving this message keep a count of neighbouring dpmin
tors at levelfl + 2) and broadcasts the final count
20: end for
21: Each level-{ + 2) dominator on receiving the counts from the potential cators,
select among them the node with highest count () as its connector and informs it
22: Nodew; ;41 then becomes a connector and seigilable(w;;+1) 10 0 ; D «— DU
{wig)}

23:  until no clusterV (1 < k < |I]) left unvisited or insufficient available nodes left to carr
out matching
24: Nodesv € V(G) is verified i.ev € N[D] to hold the domination property fdp and that
subgraph of~ induced byD is connected
25: If the test fails therD is not included inP, otherwise it is included
26: until no available nodes left i, (matching completed) or insufficient available nodes in
the cluster to carry out matching
27: Post processing step distributes extra nodes arbitrarigome CDS of CDP (still holds to
be CDS).
28: Each node set its dominators for each CDS in CDP, in an drayaintained by each node
v € V(G) (except the CDS in CDP where the node itself is the dominator)
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Algorithm 7 Adaptive rotation of CDS

Input: CDP partitionP={D;, ..., D p} of V(G), dompointer array variable of CDS

trees of each node (computed in algorithm-6), rechargevesgotime 7, and
scheduling time, = 7.,

Output: Rotation of CDS after every, time.

1:

N

10:

11:

12:

Compute the CDS activation time.;;,.=7s.

t =current-time

forall i — 1,|CDP|do
Schedule time foD; «— t + i X Tactive

end for

Switching fromD; to D; takes place through local message based transition from

dominators inD; to D;

forall k — 1,|D;| do
Dominator nodey;, € D; sendsn; to its neighbouring dominatatom; (uy)
Nodesp,. € D; on receivingm, switched to become dominator jf'-CDS tree
and sends out, to the dominator node of new CDS.
Connectors;, € D; among its neighbouring nodes are activated on receiving
and sends out; message to its independent dominators.
Any remaining dominator nodesre also switched to dominator in; on receiv-
ing ms.

end for

4.5.2 Rotation of CDS via local switching

We now present a simple algorithm for switching from one Cb&nother. This algo-
rithm is given to highlight the simplicity of switching beeégn CDSes locally

We now give our elementary rotation algorithm to highlighttimportant benefits

derived from our CDP construction algorithm, namelyload balancing and) local
switching between CDSes, which may be effected using anaggshof only a single
message transfer by each node of current CDS to activateotihesrof new CDS in its
close vicinity. The rotation of CDS involves two main issuésdistributed switching
andii) scheduling time.

Note that to switch from dominators if; to D;, nodes inD; can reach neighbours

in D; at a distance of through 1-hop messages and the remaining nodés ican be
activated by connector nodesin. Thus, rotation becomes an efficient local distributed
switching process.

The scheduling time depends on battery parameters of igehmacovery time,,,

if the size of the CDP is more than one. This allows a pulsedhdigie in battery
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to prevent from a long continuous battery discharge in angenaf network. A rest
time is introduced to enable the charge recovery in the ®elsemical battery known
as recharge recovery effect [48, 27]. Another aspect ofcddimgg rotation of CDS is
the load balancing. The aim is to allow any single CDS only alsfraction of time

compared to total time of system operation. Thus, for a jgeobtime 7', each CDS

. . . . . T
in the CDP requires to remain active for a per| iG] and performs low energy

tasks for the rest of the time. Therefore, larger the sizehef €DP, smaller is the
duration of time when a node is subjected to bear higher grieegls in the role of an

active CDS node.

4.6 Analysis of CDP algorithm

In the next three subsections we first analyze our algorithprovide the size of con-
nected domatic partition, then analyze its complexity fomring time and messages
exchanged and finally, the correctness of the algorithm.

4.6.1 Size of the CDP obtained

Lemma 4.3 Letthe CDS bé = {I/UC}, wherel is the set of independent dominators
in the CDS and” the set of its connectors. The minimum number of connefitrs
Il —1

T

Proof: Using the construction technique in [13] we proceed as ¥asloLet the se-
quence of connectors occurring in any BFS traversal of th&€ @Be be:;, c,, .. ., ¢¢.
Let I; be the set of nodes in that are adjacent te;. For any2 < i < |C|, let I;
be the set of nodes ih that are adjacent to;, but adjacent to any of;, ¢y, ..., ¢ 1.
This leads to a partition of as/;, I5,...,Ic|. As c; can be adjacent to at most
five independent nodes/;| < 5. For any2 < i < |C|, at least one node in
I, I,,...,I;_1 is adjacent toc;. Thus, nodes in/; must lie in a sector of at most

240° within the coverage range of nodg This implies that|]-\ < 4. Therefore,
IC|

1] = Z|f\<5+4(\0|_1)_4|0\+1Thus|0\>‘ - 0

=1

Lemma 4.4 The maximum number of connect@t§ ina CDSD = {IUC}is|I|—1.

Proof: Maximum number of connectors is required when in the CDSdreeconnec-
tor connects exactly two dominator nodedinf £ is the number of edges in the CDS
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tree, then in this casig”| = 2|C|. Also, |E| = |I| + |C| — 1,s02|C| = |I| + |C| — 1,
so|C| = |I| — 1. O

I|—1
Theorem 4.5 For any CDSD = {I U C}, 5| |4

<Dl <21 -1,

Proof:
I|-1 5[I—-1
4 4
Fromlemma-4.4,D| = |I|+ |C| < |I|+ |I| - 1=2]I| -1 O

From lemma-4.3|D| = ||+ |C| > |I| +

Theorem 4.6 Using proximity heuristics the CDP obtained is at least otesi

b?ctrll) — f, whereJ is min node degree df, 5 < 2, c is a constant such that

¢ < 11 for UDGs andf is the number of rounds where the CDS test fails.

Proof: Let D = {I U C} be any CDS identified by algorithm-6. Let =

SUp;e s {%} whereJ is the set of CDSes computed by algorithm-6 on all possible

problem instances. From theorem-4.5,
5|1;] —1 <z< 2| —1}
4|11 |15

Clearly, 5 < 2. 8 may be thought of as the number of nodes that goes into the ZDS
for every node that goes into its set of independent domisdto

—

jeJ

Algorithm-6 uses the nodes from the clusters to form CDSe&atds developing

. . . 1
the CDP. By lemma-4.2, the minimum size of a cluste[éi—l)J. If f =0, the

o 1 .
number of CDSes formed from it is at le 5? tr 1)J. One CDS is lost for each
C
) o 0+1
failure. H , th b f CDSes f df t tl — f. |
ailure. Hence, the number o es framed from it is a % (C+1)J f

On termination, algorithm-6 performs a post-processingigtribute nodes in the
sets that failed the CDS-test into other CDSes as connedfgesnow try to estimate
the number of such failed sets. For the analysis we work wittha sets that were
identified, prior to the final assimilation.

Lemma 4.7 The expected number of sets identified by algorithm-6 thiabfbe a CDS
ised|V] for 6 > 48 and a positive constant< 1.
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Proof: We give an estimate of the number of CDSes lost using the feat t
(1 + i) < e',m # 0. Letn be the total number of potential CDS set identi-
m

fied in algorithm-6p, > {ﬁJ Also, assume that > 2. This require® > 48. As a
simplifying, but highly pessimistic assumption, let usuase that the vertices are cho-
sen to be placed in the sets identified by algorithm-3, ateandrl he algorithm actually
makes an effort to match up vertices in a more sensible mamieg the proximity
heuristic. LetA, , represent the event that there is no nod&jfw}]| which is in set
numberd. This essentially means that nodé not covered by set numbér Let o be

a more optimistic constant that{c + 1).

Probability that at least one node is not covered by thissdet {1—e~)VI ~ (e7)|V|,
assuminge™® < 1. This is essentially the probability that this set is not ando
nating set. The expected number of sets that fail to be ddmmaets is, therefore,

J . "
{mJ e V| =ed|V|, wheree < 1 is a positive constant. O

The presence df/| in the expression is significant. It suggests that as thealrea
dispersion increases for the same density of nodes, id=tidn of the CDSes becomes
more difficult.

4.6.2 Complexity of the CDP algorithm

The complexity analysis of algorithm-6 is dominated by nmgntime of two major
nested iterations:

Inner iteration of constructing CDS his loop is dominated by visiting two clusters at
a time and constructing two levels of CDS tree in BFS ordere Tibdes are
explored one-by-one to form a CDS. Thus, the time complexitthis phase is
at mostO(n). The message complexity is dominated by cluster size, incay
be broadcast(§) times by a node. Thus, the message complexity of this phase
is O(nod).
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Table 4.1: Complexity of our CDP Algorithm
Time | Message Rounds| Size
O(nd) | O(né?) | 0O(0) | ed|V]

Matching or outer iteration for CDP constructiokach matching round of algorithm-
6, except the last round, contributes a CDS to the CDP thatafiffioutput. The
maximum number of rounds the outer iterations takes is

Now on combining the complexity of nested iterations i.eeinand outer iterations, we
give the distributed complexity of the algorithm-6. Thug@ithm-6 takes) (nd) time,
O(nd?) messages and(d) rounds. The complexity of algorithm-6 of our algorithm is
detailed in table-4.1.

We are unaware of a similar CDP technique reported in theatiiee. If a single
CDS construction technique is used repeatedly to constresst CDSes for rotation,
then the complexity of such a technique would be similar tcspbut the important
difference is that the number of CDSes obtained may be pobe skrength of our
technique is the orderly construction the CDSes, so thaCe size is maximized.

4.6.3 Correctness of the CDP algorithm

We present here the correctness proof of our CDP algorithqroying the following
three propertiesi) each member of the CDP constructed is a CDSthe CDP forms
a node disjoint partition of (G) andiii) the algorithm terminates.

Lemma 4.8 Each elemenD;, (1 < i < j) of the CDPP = {D;, D,,...,D,} com-
puted by algorithm-6, is a CDS 6f.

Proof: Step-24 of the algorithm checks that the set of nadadentified for the next
CDS is indeed a CDS. In step-25,/if is added taP only if the test succeeds. Hence,
all each member oP is a CDS. O

It is useful to note that if the available nodes in the pamithappen to be placed in
such a way that a CDS exists, then the algorithm is likely td firat CDS.

Lemma 4.9 The partition CDP computed by algorithm-6 satisfies nod¢oaitness
property.
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Proof: There exists only two possibilities in matching processlgbathm to decide
the membership of node as to which of the partitions in CDP denrtas to go into:

i) matched nodes and) extra nodes. In the matching process of algorithm-6, every
round visits each cluster to look for the available nodesmtitbute a CDSD,; of CDP.

A Boolean flagavailableis associated with every node=z V' (G), which is initialized to

1 at the beginning. As soon as a nadis matched inj*"-round for contribution to CDS
D;, it turns off its available flag t0. Thereafter, in subsequent rounds the unavailable
nodew is not considered in matching. The Boolean flag of any nodélerat to be
assigned at most once in at most one set of CDP. Therefore,abched node exists
which is a member of at least two partition Bt

For extra nodes, algorithm-6 takes on a post processingst@igtribute the avail-
able nodes which are left unmatched, to some partitionfi) € P as a redundant
connector. After, its allocation to the partition the flagada&ble() becomes).

Thus, no node exists which is a member of more than one menhlder o

Lemma 4.10 Algorithm-6 terminates after finite number of iterations.

Proof: Let each node; € V(G) initialize a Boolean flagvailableto 1 at the begin-
ning. The running of the CDP algorithm is governed by two métjeration stepsz)
inner iteration for step-by-step construction of the CD&tandi7) matching iterations
in the outer loop for identifying disjoint CDS trees.

The inner iteration is controlled by finding available no@asexplored so far) con-
sidered for matching in some CDS partition for computing CDiEs implies, that an
available node which becomes unavailable at a particufariiteration never becomes
available again, until both the loops are exit. Therefdne,itner loop terminates after
a finite number of iterations when all the node become unabiglor on being unable
to find any available nodes.

The matching or outer iteration is also governed by the Baolkagavailablefor
each node. A node is considered for matching only if it islakde. The outer loop also
terminates after a finite number of iterations when all thdenbecome unavailable or
on being unable to find any available nodes.

Hence the algorithm terminates after finite number of steps. O

Corollary 4.11 Algorithm-6 computes connected domatic partition cotyect
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Proof: Follows from lemmas 4.8 to 4.10. O

4.7 Experimental results

In this section we present the results of simulating our itliga on various types of
graphs. The goals of these simulations are to determineotioeving: i) performance

of algorithm on graphs having connectivitywith high probabilityii) performance

of algorithm on graphs with known CDP valu&) performance comparison with two
related techniques and) battery lifetime simulations.

4.7.1 Simulation of the CDP algorithm on graphs having conne-
tivity « with high probability

In our simulation environment, a uniform random number getoe generates theand

y coordinates of: nodes to be placed on aA0 x 100 m? deployment areal. We have
created links between nodes using a paramaiarmum transmission radiugenoted
by ry, so that the resulting graph has connectivityzafith high probability. To ensure
an acceptable confidence of simulation parametewre use the following results given
in [54]:

The probability for k-connectivity of a homogeneous ad hoc net-

n

N!
(n > 1), each with transmission rangg and homogeneous node density
p=n/A.

2 (prr2)N 5
work: Pr(G is k-connectefi= | 1 — > " ==—%—¢"""0 | with n nodes

In our simulations, to offset the border effect [54] we useuchnhigher transmission
range which is required to achieve the safméG is k — connected). This correction
was judiciously carried out as the simulation was done onunbed area, where as
the analytical derivation assumes an infinite area. To mtiaelvireless transmission
between the nodes, a radio link model is assumed in which epadhk has a certain
transmission range, and uses omni-directional antennas. Only bi-directioin&kl are
considered. This link model corresponds to a propagatiodehwith certain signal
attenuation (path loss). Lé, = P(r = 0) denote the transmitted signal power at the
sending node anf(r) the received power at a distanc&om the sender. The received
power falls asP(r) « =7 P, wherey is the path loss exponent, which depends on the
environment (typically2 < ~ < 5). The wireless transmission rangg can then be
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mapped to the equivalent transmission powgusing a threshold for receiver sensitiv-
ity P,. A node can receive properly B(r = rq) > P,. Thus, we calculate transmission
ranger, that is the parameter required to obtain an almost suregnnected network.
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Figure 4.4: Performance of Algorithm on graphs with conviigt « with high proba-
bility for transmission range < 32

We have divided mean node degree into three ranges: low elegverage degree

and high degree, for providing simulations to observe tfecebn the size of connected
domatic partition.

We have simulated the algorithm in MATLAB and PROWLER [42]em@nt driven
simulator for sensor networks to simulate the protocol dliehavior of rotation of
CDS through disjoint CDS. We considered the parameterinessson range < 27 for
obtaining low mean node degree for the network sizes ran2@g00 to measure their
effect on size of connected domatic partition. The resulfgyure-4.3 show a small gap
in generating connected domatic partition compared to gpeeubound £).

On increasing the transmission radius. 32, we obtain the average size mean node
degree for obtaining graph with higher connectivityof graph with high probability
for the network. The result shown in figure-4.4 is for averag® mean node degree
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Figure 4.5: Performance of Algorithm on graphs with conivégt ~ with high proba-
bility for transmission range < 41

network density which obtains a desired connectivity ofpyravhich gives the upper
bound on the size of CDP to compare with the size of CDP idedtbiy our algorithm.

Now considering the high mean node degree. The figure-4\wstiee performance
of our CDP algorithm on connectivity obtained using the mean node degree and net-
work size on the size of CDP. Sind€DP| < . Thus, mean gap between the computed
|CDP| and the upper bound ¢€DP|, i.e. « is of 36% using uniformly random node
distribution in a given deployment area.
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Figure 4.6: Performance of Algorithm on graphs with knownf”CD

4.7.2 Simulation of the CDP algorithm on graphs with known COP

We conducted an experiment to adjudge the performance ofitdgh on graphs with
known sizes of CDP. In order to generate the graphs with kngiae of CDP, we de-
scribe a simple mechanism to generate the graphs with knd Bssume the max-
imum transmission radius Consider a minimum spanning tree generated on a given
set of nodes with radius. This gives only one set of CDS. For each node in the tree,
identify the clique region as the circular disk of radiu& with nodes at its center.
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Figure 4.7: Performance comparison: Proposed 2-CDP vsémed)k-domatic par-
tition scheme of [1]

Placek — 1 trees in the cliques so that each clique contains a disto of tree. I,

be the set of nodes in first spanning tree and then eachtree, t;,_, of sizen, adds
to give out the graph G of size = kn;. Since each tree in generated gr&pis a CDS
of G. Thus, the generated graph has the of dgize nodes and having the CDP size
|CDP(G)| = k. In order to avoid the border of cliques region, we considacing the
nodes little inside clique range, i.e say clique-radiy@=5, so that algorithm is given
a proper data set. The simulation results is shown in figuseg#es the performance
of algorithm in identifying CDP. The results reveal that fmaphs with known CDP
values and the computed CDP value by algorithm gives the mi&anence of 19%.

4.7.3 Performance comparison of the CDP algorithm

There is no scheme available to construct CDP using only exiivity. However, in
[1] while computingk-domatic partition using GPS, they identified the connectees
among 2-domatic partition (using GPS) called it 2-(conedgtdomatic partition. Thus,
we compare our CDP results with the scheme in [1] 2-(cona@atematic partition.
In order to compare the results of our distributed CDP atgariwith 2-(connected)
domatic partition scheme: (% 1) in [1], we need to modify our approach to create a 2-
connected domatic partition. We simplified our algorithntémsider proximity aware
cluster partition as 2-clique (2 means distance-2), soahgtpair of node in partition
can be at most at a distance-2@Gh The modification of our algorithm for 2-CDP
includes that any pair,, v, of nodes can be called connectedidt (v, v5) < 2, where
distance is measured as shortest distance by countingtivartbing hops. Similarly,
nodes are independengif< dist(vy, v2) < 4. Using, this simple extension in algorithm
to compute 2-CDP, we compared of our proposed distributgadrihm for CDP with
the results given in [1]. In figure-4.7, we compare the qyadit connected domatic
partition with the competitive scheme of [1] using the samausation parameters. The
metric of comparison is the number of disjoint connected hatmg set, we observed
that our approach yields mean of 20% increase in the size mfiexied domatic set



4.7. EXPERIMENTAL RESULTS 85

| | —e—Random-domatic based CDP
—*— Proximity—based CDP

Size of CDP
= N w N u [=2) ~ [} ©

8 10 12 14 16 18 20 22
Minimum degree(d)

@

Figure 4.8: Performance comparison: Proximity based CDRarsdlom domatic parti-
tion based CDP

compared to scheme in [1]. We observe that our proximity iséas is better than
ID based heuristics given in [1], which yields an improvegm@ximation factor of
connected domatic partition by 20% obtained through sitiaria.

4.7.4 Performance comparison with random domatic partition
based scheme

We give a comparison with the randomized algorithm for domaartitioning by
Moscibroda [8]. First we present as how we have implemerftedrandomized al-
gorithm for domatic partitioning by Moscibroda [8] and théescribe as how we have
converted their domatic partition to CDP so that it can be garad with our proximity
based CDP.

A random color is assigned from the range. .., d,/(3logn)] to the neighbours
of a nodev, whered, is minimum degree of node in neighbourhodydv]. For many
colors classes the network is decomposed into the potaiddiakatic partitions of5.
Following two rules are applied to decide which of these dy&br domatic partition
of G: i) A color classc € [1,...,d,/(3logn)] is discarded if there is no node in the
neighbourhoodV[v] of any nodev with a colorc ori:) Any nodev does not find all the
colors in its neighbourhood needs to be discarded from ciodie of dominating sets.

In order to ensure connectedness of each color class, we spithaing tree rooted
at a given leader node connecting all the nodes in a particaolar class by adding the
available nodes to get the disjoint CDSes. In a simple setaepsary the transmission
radius to determine the minimum node degree parameter foe $xed set of nodes 300
and the fixed target ard®0 x 100. The results are shown in figure-4.8. We observe that
proximity heuristic upholds a larger size of CDP comparethtorandomized domatic
partition based scheme.
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4.7.5 Battery simulations

We investigated the effect of rotation on battery lifetinsgng battery property called as
recharge recovery effect. For investigation of this bgttetated aspects arising during
energy management via rotation of CDS, we conducted sinxpleraments to simulate
a high load generated by routing traffic on CDS nodes. Assupress-layer function
to trigger the response for rotation B¢, defined in [48, 27]. In a network of 100
nodes, having CDP of at mosta pair of 20 nodes continuously generating CBR data
of 256B packets at a rate 5 packets/sec subjected to baisetyatge of 1011 mA load.
Assume a 2.2 watt-hour lithium-ion battery with lifetimeirg 60 min. For constant
battery discharge of high load subject to 1011 mA measueekfégtime 30 min against
rating of 60 min [48, 27]. If CDS is rotated among CDP, so thetheCDS is given
a rest period to recharge. For large size CDP, the rest pesitadger. The figure-4.9
shows the energy conservation via CDS rotation. We obsehatdattery lifetime can
be extended by rotating CDS through CDP because scheditgghaCDS introduces
the rest period to exploit the battery characteristics.

The observation points out that longer the rest period, tleatgr the battery re-
covery effect. Thus, the large sizes of connected domatitipa enables substantial
extension of battery lifetime resulting in enhanced nekndetime. It may be noted
that for large size of connected domatic partition, the tarigal improvement of net-
work lifetime is guaranteed in sensor networks.
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Figure 4.9: Battery energy management using recharge eeg@ifect via rotation of
CDS

4.8 Summary

In ad hoc networks, maintaining virtual backbone via cote@cdominating (CDS) for

efficient routing is well established. The nodes in CDS algestied to an extra load
of communication and computing so they suffer from an eaxtyagistion of energy re-

sources which gives a scope of improvement in network tifeti CDS rotation enables
activation of a fresh CDS by switching through the node @nj&DSes of the CDP to

avoid overloading any particular CDS.
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In this chapter, we have given a distributed technique ferdbnnected domatic
partition (CDP) problem. The network model is taken as thi disk graph with the
nodes having only connectivity information. We have giveNEs based proximity
heuristics to construct CDP without relying on geometrigeographic information. To
our knowledge this is the first algorithm of its kind. The adtzge of our construction
is lies in maximising the size of the CDP and also the simgylachievable for rotating
between the CDSes of the CDP via a local distributed switcbiperation. We have
provided an analysis of our technique to provide an estimnhtee minimum size of
the CDS, the time and message complexity and also a proaf obitectness. We have
also given simulation results to demonstrate its effecss.
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Chapter 5

CDS construction using a collaborative
cover heuristic

A minimum connected dominating set (MCDS) is used as vidack-
bone for efficient routing and broadcasting in ad hoc sensiworks.

Theoretically, the minimum CDS problem is NP-complete evanit
disk graphs. Many heuristic based distributed approxioratlgorithm
for MCDS problems are reported and the best known performaac
tio has (4.8 + In5). We propose a new heuristic called collaborative
cover using two principlesi) domatic number of a connected graph is
at least two andq) optimal substructure defined as subset of indepen-
dent dominator preferably with a common connector. We abtha par-
tial Steiner tree during the construction of independenfdeminators)
therefore a post processing step identifies the steinersiodine forma-
tion of Steiner tree for independent setafWe show that our collabora-
tive cover heuristic is better than degree based heuristidentifying/ .S
and steiner tree. Our distributed approximation CDS al¢fum achieves
the performance ratio of at mo$t.8 + In5)opt + 1.2, whereopt is the
size of any optimal CDS. We show that the message complé&atyr o
algorithm isO(nA?), A being the maximum degree of a node in graph
and the time complexity 9(n).
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5.1 Introduction

Wireless ad hoc and sensor networks is popularly used fasths control and geo-
graphical monitoring related applications. Such ad howaoeks lack network infras-
tructure for connectivity and control operations. In remdata gathering applications,
the sensor network often uses in-network data aggregatia@ptimize network com-
munication [45]. In-network aggregation is an intermeeliptocessing of global data
gathered often reducing the routing load thereby savingnsanication energy and re-
sults in increasing network lifetime.

Lossless aggregation depends on coverage of aggregatdes.nd he set of ag-
gregating nodes forms a dominating set of the network graptese subset of nodes
selected as aggregation nodes is organized in a Steinetotfeem a data aggrega-
tion backbone. The effectiveness of the aggregation dtgaris achieved when the
underlying CDS tree is minimized. Therefore, constructamgaggregation backbone
is modeled as the minimum connected dominating set probhegraph theory. Be-
sides aggregation, the smaller sizes of CDS also simpligésark control operations
confines routing operations to a few nodes set leading toredgas such as energy ef-
ficiency and low latency. Ad hoc networks use a CDS as a viliaekbone for efficient
routing and broadcasting operations. In this work, we repnrimproved construction
of a minimal CDS using effective coverage as a metric in taltative cover heuristic
and Steiner tree achieving the approximation fa¢to® + In 5)opt + 1.2, whereopt is
the size of any optimal CDS.

A connected dominating set CD@) of a graphGG = (V, E), is defined as a subset
CDS(G)CV(G) of V(G) such that each node ivi(G) — CDS(G) is adjacent to at
least one node in CD&|() and the graph induced by CD@J is a connected subgraph
of G. The problem of finding the CDS with minimum cardinality eall Minimum
Connected Dominating Set (MCDS) problem which is known tdNBecomplete [24].
Therefore polynomial time approximation algorithms forahsize CDS construction
are of interest. Existing schemes for small size CDS haveegeee based heuristic[14]
for optimization of independent set and connectors in CO&traction. In this chapter
we argue that degree based heuristic looses the coveragmation due to overlapping
of coverage area which is vital to further improve on the st¢he CDS, leading
to our new collaborative cover heuristic based on effectiveerage. We describe a
collaborative coverage heuristic to identify better cager dominators based on their
effective coverage. The effective coverage is ratio of cage over the size of coveri.e.
'Cfg’jgjﬁe' , Wwhere coverage means set of nodes covered by dominatoceaeds the set
of dominator nodes. A set of nodes having highest effectoxecin its 1-hop vicinity
are considered greedily for selecting them as dominatohsciwreduces the size of
dominators. We provide a local mechanism to explore therowith effective coverage
in the distance-2 region which is used in our distributedrapipation algorithm to
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generate smaller size CDS.

Recent works have used a second phase in the MCDS for a Siei@eonstruction
to optimize the Steiner nodes to tap the independent nodésrragmals obtained in
the first phase of construction to achieve an approximatetof of (4.8 + log5). We
have used the first phase of construction to generate alfsieiaer tree along with the
independent set construction, this is achieved by shittiegndependent set nodes to
a proper placement to identify the Steiner nodes among tigibeuring nodes. Thus,
unlike most of the reported schemes which fixe the indepdandedes first and take
second phase for Steiner tree construction, we shift thepeddent set (with better
coverage) placement to identify most of the Steiner nodelsarfirst phase itself. The
second phase of the algorithm then becomes a post processmbpading to a Steiner
tree of no higher cost.

In the energy constrained ad hoc and sensor networks suemsshhelp to extend
the network lifetime due its smaller size CDS compared teo@DS schemes, in
terms of:z) A smaller dominating set resulting in larger domatic paotitgiving better
energy conservation and) Smaller size dominating set means large coverage giving
high degree of data aggregation thereby reducing the nktiraffic.

The described algorithm h&$(nA?) message complexityd being the max degree
of node in graph. The approximation factor of distributegaasithm for finding mini-
mum connected dominating set(i&8 + In 5)opt + 1.2, whereopt is the size of any
optimal CDS.

The rest of chapter is organized as follows. In section 5.2liweuss related works
on CDS construction algorithms. Section 5.3 is on prelimeggiving definitions and
a brief background necessary for our work. Section 5.4 stpteblem formulation
and lists the contributions of this work. Section 5.5 expdaihe principles behind our
collaborative cover heuristic. Steiner tree constructi@mm a given set of domina-
tors is explained in section 5.6. In section 5.7 we presentdmiributed algorithm
for aggregation-CDS based on collaborative cover. Sedi8nis on analysis of the
algorithm. We give simulation results in section 5.9. Hwalve conclude in section
5.10.

5.2 Related Work

In this section we review the literature, which is dividetbithe following two sections:
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5.2.1 In-network aggregation problem

Several reported schemes on routing algorithms such agcten Diffusion [55], Pe-
gasis [56] and GAF [57], have used in-network data aggregathere a spanning tree
performs aggregation function opportunistically along thternals of the tree, as data
flows level by level from leaves to root. The opportunistigeggation based schemes
are neither optimal nor giving approximation guaranteds aggregation schemes are
categorized into two types) lossless aggregation ang lossy aggregation.

The lossy aggregation schemes are based on exploitindatedtedata in tree con-
struction. A connected correlation dominating set schespented in [58] constructs
CDS for capturing correlation structure to provide lossygm@gation efficiently. We
have not come across any significant reported matter orelessiggregation.

5.2.2 Minimum connected dominating set problem

The use of the connected dominating set (CDS) as a virtu&bose was first proposed
by Ephermides in 1987 [11]. Since, then many algorithmsabastruct CDS have been
reported and can be classified into the following four categdbased on the network
information they usei) centralized algorithms;) distributed algorithms using single
leaderiii) distributed algorithm using multiple leaders and localized algorithms.

Guha and Khullar [50] first gave two centralized greedy atpans for CDS con-
struction in general graphs having approximation rétiénA). Centralized CDS algo-
rithm to be used as virtual backbone for routing applicati@s first reported by Das
in [46]. The centralized CDS algorithms requires globabmifation of the complete
network. Hence, it is not suited for wireless sensor netwavkich do not have cen-
tralized control. Construction of CDS may be achieved tigtoa distributed algorithm
based on either a single leader or multiple leaders.

Distributed algorithms with multiple leader approach doesrequire a initial node
to construct CDS. Alzoubi’s technique [59] first construatsMIS using a distributed
approach without a leader or tree construction and themdotmects MIS nodes to
get a CDS. Wu and Li in [60] reported a CDS algorithm to idgntlfe CDS using a
marking approach to identify dominators with independerdas and then prune the
redundant nodes from the CDS using two set of pruning rulegeteerate CDS. The
multiple leader minimum CDS schemes approximates size of@DS to192opt + 48,
whereopt is the size of optimal CDS [59]. Due to its large approximatiactor,
the multiple leader based distributed CDS constructionoisaffective for exploiting
lossless in-network aggregation. In a localized approaclCDS, construction Adjih
[12] presented a approach for constructing small size Cx&dan multipoint relays
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(MPR) but no approximation analysis of algorithm is knowryas Based on the MPR
approach several extensions have been reported leadingabzed MPR based CDS
construction. The localized without a approximation guéeas is again not competi-
tive to efficiently exploit aggregation.

A single leader distributed algorithm for CDS assumes atiaiieader in place to
provide initialization for the construction of distribut@lgorithm. A base station could
be the initiator for construction of CDS in sensor networkie distributed algorithm
uses the idea of identifying an maximal independent set [Mifdl then identifies a set
of connectors to connect the MIS is ascertained to form CO%oubi [13] presented
an ID based distributed algorithm to construct a CDS tre¢edat the leader. For
UDGs, Alzoubi’s [13] approach guarantees approximati@idiaon size of CDS atmost
8lopt| + 1, hasO(n) time complexity and havin@(n log n) of message complexity to
construct CDS using a single initiator. The approximatiaatér on the size of CDS
was later improved in another work reported by Cardei [14]ilhg an approximation
factor of8|opt| for degree based heuristic and degree aware optimizatiaddatifying
Steiner nodes as the connectors in CDS construction. Tsiisldited algorithm grows
from a single leader and h&sn) message complexity)(An) time complexity, using
1-hop neighbourhood information. Later, Li in [61] repatta better approximation
factor of4.8 + log 5 by constructing a Steiner tree when connecting all nodds the
independent dominating set.

5.3 Preliminaries

This section is divided into two part$) dominating set andi) network model.

A. Dominating setWireless networks generally have omni-directional anéersnd
nodes use transmission power to establish connection Witb@es in the transmission
range. Assume that medium access control layer protocdd eeth the intricacies of
interference of radio signals, channel regulation, ciahshandling giving us way to
model network as unit disk graph. A graph G=(V,E) is a unikdjsaph(UDG) if there
exist® : V — R? satisfying(i, j)eE iff || ®(i) — ®(j) ||2. @ is called a realization of
G. Thus, wireless network is modeled as UDG. In a given g@ph (V, E), V' C Va
subset is a maximal independent set (MIS) if no two vertiods’iare adjacent (inde-
pendence) and that everyV — V' has a neighbour ifY” (maximality). A dominating
setD is a subset oV such that any node not i has a neighbour iv. A maximal in-
dependent set is also a dominating set in the graph and everindting set that is inde-
pendent must be maximal independent, so maximal indepésdtmare also called in-
dependent dominating sets. If the induced subgraph of ardaimg setD is connected,
thenD is connected dominating set (CDS). The relationship batvgeee of a MIS of&
and the minimum connected dominating set CD&/qflays an important role in estab-
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lishing the approximation factor of approximation algbnt for minimum connected
dominating set. Wan[13] showed that in every UDG |MIS(G)| < 4|CDS(G)| + 1
which was improved by Wu[31] toMIS(G)| < 3.8|CDS(G)| + 1.2. We use the im-
proved relationship of MIS and min-CDS for approximatioralysis of our proposed
algorithm.

B. Ad hoc Network Model: Distances are Unkndwa describe the network model
used in this work. Assume that nodes do not have any geonugttapological infor-
mation, thus even the distances to neighbours are unknowhmetaodes. The com-
munication overhead due to interference is assumed to Heyilbg. The computation
is partitioned into rounds. Assume that the nodes recelvae@dsages sent in previous
round, execute local computations and send messages thoeis in a round. A wire-
less ad hoc network is represented as a UDG. Nodes usingregelo hello messages
can find its distance-1 neighbour nodes and ascertain itedeGiven(V, E), G* has
vertex sel/(G) and edge set? = {{u,v}|u,v € V(G) Ashortest distance(u, v) < 2.

5.4 Problem formulation and contributions

Consider wireless sensor network consisting of a (large)lmer () of nodes deployed
in a geographical region. Each node is mounted by an omactiomal antenna with
the transceivers having maximum transmission rang&.ofThe ad hoc network is a
unit disk graphG = (V, E) where|V| = n be all the nodesE be the edges and
edge between any pair of node exists if the distances is at Riosken a a unit ra-
dius. The problem is to find a minimum cardinality connectedthating set of~ is
NP-complete. Therefore, the aim of this work is the develeptof heuristic based
approach to construct a CDS with guaranteed approxima#iotof to the size of any
optimal CDS. When a minimal CDS is used as aggregation baekbar lossless in-
network aggregation problem, it saves the network traffaclieg to increased lifetime
of the energy constrained ad hoc and sensor networks.

5.4.1 Contributions

The contribution of this chapter is summarized as the faithgwy

1. A distributed approximation algorithm for minimum combted dominating set
problem with a known initiator.

2. A new collaborative cover heuristic which helps in idéntig smaller cardinality
MIS of G’ as compared to ID based or degree based heuristics.
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3. A Steiner tree construction process in two phases:

(a) Steiner nodes identified in the first phase to drive the biSstruction by
shifting independent set nodes to locate the connectogeitifying Steiner
nodes and

(b) second phase becomes a post processing step of idegtiflye Steiner
nodes to construct the CDS tree statisfying a standard bound

(c) The approximation factor of our algorithm ($.8 + In 5)opt + 1.2, where
opt is the size of any optimal CDS. The algorithm has time compjex
of O(n) andO(D) rounds, whereD is network diameter. The algorithm
requires atmosP(nA?) messages for its construction complexity, whére
IS maximum node degree {A.

We have shown that our CDS approach when used for in-netvwggiegation applica-
tion, prolongs the network lifetime.

5.5 Collaborative cover heuristic

Reported work on distributed approximation algorithm fdD& construction using a

single leader either use ID based heuristic[13] or degreedbheuristic[14]. Cardei[14]

has shown that degree based heuristic is better as compeaagouire 1D based heuris-
tic in identifying smaller size CDSes greedily. In identifg a MIS using degree based
heuristics, nodes with highest degree in their neighbooaltare selected greedily form-
ing an MIS of the underlying graph.

An improvement over the existing degree based heuristic ngwa collaborative
cover heuristic described in this chapter. The collabweatiover heuristic is based on
the idea of using the information of overlapping coveragthefnearby independent set
of nodes. On considering the nearby independent nodes, sexabthat the effective
coverage is less when they are considered in isolation. bgee@ based heuristic each
node is considered in the isolation thereby loosing impuritaformation to further op-
timize the size of MIS and CDS. The loss of effective coveraggue to overlapping
of coverage area of nearby independent nodes. Therefateai of effective degrees
being considered in isolation, we propose a more encommassuristic which con-
siders the coverage of nearby independent nodes whileifgegt effective coverage
(or effective cover of network nodes). Thus, the collab@eatover heuristics is based
on effective coverage information which intuitively is tertthan effective degree. We
now provide a formalised definition of the concept of colledive cover.
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Definition 5.1 (Node neighbourhoods)Consider a node. Nodes covered hyis rep-
resented asv(u), known as neighbours af The setV|u] represents nodes covered by
w includingu. Let the nodes be called independent if they are not neigisbindepen-
dent neighbour of: is a subset ofV(u) such that any pair of nodes in this subset are
independentV,(u) is a set of nodes which are at most at a distance-2 fidmown as

at most distance-2 neighbours ©f Let the distance-2 neighbours ofis represented
as{Ns(u) — N(u)}.

For any node, we now define a cover of its distance-2 neiglssuch that any pair
in the cover are independent.

Definition 5.2 (Distance-2 independent halo)Let H be the independent cover of the
distance-2 neighbour af. If H is an independent cover thdi C {Ny(u) — N(u)}
and{N,(u) — N(u)} € N[H] and any pair of nodes it/ are independent.

Such a coveH of { Ny(u)— N (u)} where any pair of nodes i are independent is
obtained using either ID based odegreebased heuristic. Note that in either of heuris-
tic, any pair of independent node kh which are distance-2 neighbours has ignored the
estimate of coverage loss due to the overlapping in covefageher, these independent
nodes later requires additional Steiner nodes to form timmected substructure. With
this background, we now argue a need of new heuristic whiclowus for effective
coverage. We propose a collaborative cover heuristic topedenthe effective coverage
of independent distance-2 neighbour nodes collaborativel

Definition 5.3 (Independent coversof a node neighbourhood)et vy be node inH
and let Ry = {N(vg) N {Na(u) — N(u)}} be the coverage oby for distance-

2 region ofu. ThenI(Ry) be any independent set &y which coversky. Thus
Ry C N[I(Rpg)]. Therefore, nodey and any independent set in its neighbourhood
I(Ry) form the disjoint covers ok . Note that there may be multiple such instances
of independent set§( Ry ). LetS be the set all instances of independent set& pf
where each independent setovers the regiomRy C N|[[;] for 1 < i < p, so let
S=MIS(Ry)={h,1,...,1,}.

Consider any nodey and a subset of its neighbourhood regi®n. We know that
vy covers the regioRy. There are many possible independent sets (IS) in reGign
each of which cover$. Let the setS denote a set of IS which can covBy. We
have to compute weights for each instance of IS on analytsngpiverage to ascertain
its quality. Next we define a measure to compute its effecioxerage weight.



5.5. COLLABORATIVE COVER HEURISTIC 97

Definition 5.4 (Effective coverage)The effective coverage weight of an independent
set(;) with respect to a region{N,(u) — N(u)}) is the ratio of coverage for the

region by the independent set over size of independent $eis, Effective coverage

- N[LIN{N2(u)—N(u)}
weight 7]

The effective coverage weight is computed for each indepeinset to identify an
ordered pair of(1;, wt;). We can now identify a weighted independent set to cover a
given regionRy.

Definition 5.5 (Weighted independent covers of a node neiglonrhood) The
weighted independent s@f;, wt;) (for 1 < i < p) is an ordered pair of independent
set and its effective coverage weight such that each indipetrset is a cover of the
region Ry = {N[vg] N {No(u) — N(u)}}. ThusRy C N[I;] for (1 < i < p). Let, the
region Ry hasp number of covers with the weights represent the ratio of ffextve
coverage over the cardinality of cover. Thus the weightel@p@endent cover is given

by {(I1, wt1), (L2, wts), ..., (Ip, wt,)}.

In addition to associating the weights for effective cogeravith independent sets,
we look for thos€ in S which have a common neighbour nodeNifu). Thus, the con-
dition for I which does the check igV[I] N N(u)} # 0. The common neighbour node
is called as connector because it can connect the n@ahel its distance-2 independent
neighbours.

Definition 5.6 (Independent set with a common connector to pant dominator)
The independent set with at least a common connector iN(u) is stated as:
Jw € N(u)[l;] wconnects at least 2 nodes of I;, i.e |[N(w) N [;| > 2].

For any node y, the independent sét and its effective coverage weight; asso-
ciated with a connectar together forms a tuple; = (I;, wt;, w).

The collaborative cover heuristics proposed in this chajstdoased on the intu-
itive argument that degree based heuristic may result tanaopdimal choice locally in
the construction of CDS leading to a non-optimal CDS evdlytudhe collaborative
cover heuristic often replaces a non-optimal choice of eedrased heuristic with the
improved effective coverage using collaborative coverllyc The replacement of de-
gree based selection with collaborative cover based satestiggests the existence of
multiple cover locally. Since, the domatic number of anymeacted graph is at least
2 by Ore’s theorem (in lemma-5.1), therefore premise of iplgtcover is validated to
explore and prune the local best cover.
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Dominator-A

Figure 5.1: Example for comparing collaborative cover aadrde based heuristics

Result 5.1 By Ore in 1962 [8, 62]) For a connected graph thedomatic number of
G > 2.

Thus, at every stage of connected graph there exists attVeasbver in graph and
our approach aims to improve locally with the local best agpnation to reduce size
of CDS eventually for minimum connected dominating set jgob

Definition 5.7 (Optimal sub-structure) Let nodew be called as connector if itis com-
mon neighbour between dominatersndv, wherev is the distance-2 neighbour of

An optimal substructure is a tupld;, wt;, w) in the neighbourhoodV(v) of any
nodew is a highest weight independent set with a common connectahich can
connect an IS to some nodend if the weight of the IS is greater than the coverage of
the nodev for a given region (i.e. effective coverage; > coverage of node |Ryl|).

Example 5.1 A CDS construction stage of ad hoc network is shown figureabtiich
consists of a dominata#, three potential dominator®3( C, D) and six nodes (having
two nodes as neighbour to ea¢h C, D). Let the dominatord need to select its
distance-2 dominators out of the potential choies and D.

According to degree based heuristic, the potential doram@&tcovers four nodes
compared tadB and D at three each. Therefor€,becomes a dominator whereBsand
D stay as its member nodes. The size of coverfdrecomes 1 and coverage®@fs 4.
Further, in order to cover the nodés, 2, 3,4} at least 2 more dominators are needed.
Thus the cover size is at least 3 for coverage of 4 nodes (@ensg only 2-hop cover
of A). Thus, dominato€' requires two more dominators one from each sgts2} and
{3,4}, leading to the required three dominators based on degfeeriation. Thus, the
weight of the cover is given as: weigHi%“ge‘ 3=1.33.

ver| 3

Based on the collaborative cover heuristic, the potentahithatorsB, D are se-
lected as dominators. The size of cover becomes as 2 and\tkeage of dominating
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set{B, D} is 5. The collaborative coveB, D} of size 2 has a coverage of 5. Thus,
effective coverage of collaborative cover has the Weiéfﬁcﬁ(%ﬁ:g:za O

Higher weight indicating more coverage in collaborativeemoheuristics as com-
pared to the degree based heuristic leading to smaller $izever. Furthermore, the
number of connector needed in collaborative adds to singfeber as compared to
degree based heuristic of more than one.

Theorem 5.2 (Local identification of optimal sub-structure) The optimal substruc-
ture is computed locally requiring only distance-2 locdlanmation.

Proof: It is evident from example 5.1 that all covers in the neighhbood of a
potential dominator are evaluated and the best is finallyseho This entire process
is carried out locally, around the potential dominator,uieqg only distance-2 local
information. O

In the next section, we describe the construction of Staneer carried out in over
two phases of the CDS construction.

5.6 Steiner tree construction

A Steiner tree for a given subset of nodes (called as tersiidain a graphG, is a
tree interconnecting (known as tapping) all the termidalsing a set of Steiner nodes
in {V(G) — I}. We can connect maximal independent Bdty using Steiner nodes
forming a Steiner tree inter-connecting all the nodegd.inThe objective is to find a
Steiner tree with minimum number of Steiner nodes to obtamall size of CDS. We
define the Steiner tree with minimal Steiner nodes as:

Definition 5.8 (Minimal Steiner nodes) Let I C V(&) be the maximal independent
set/ of G. Minimal Steiner nodes is subsé{G) — I, forming a Steiner tree to inter-
connect (or tap) the independent nodeg®r terminals).

For unit disk graphs, the Steiner nodes has a property thyaSteiner node can tap at
most five independent nodes (or terminals). From the prgméminit disk graph given
in [51], we know that any node is adjacent to at most five inddpeat nodes. Therefore,
any Steiner node can interconnect at most five independ®nii(tal) nodes. Using this
property, we define our scheme to identify the Steiner noddsd following steps:
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Step-1 All the dominatee node with 5 adjacent independent nodes §eparate
components are chosen become Steiner nodes and the seacéradp-
dependent nodes forms a connected component. Note thatomepoaent
thus obtained by an association of Steiner node and its exdjacdepen-
dent set nodes of different components, reduces the numhbengponents
in the network which needs to be updated to dominatee hakagdjacent
independent set in different components.

Step-2 For each dominatee, recompute the adjacent independees nodiffer-
ent components information.

Step-3 Repeat the above steps (1..2) for dominatees having foaceuwtj inde-
pendent set nodes in different components.

Step-4 Repeat the above steps (1..2) for dominatees having thjaeesd inde-
pendent set nodes in different components.

Step-5 Repeat the above steps (1..2) for dominatees having tweedjende-
pendent set nodes in different components.

Thus the set of the Steiner nodes forming a single connecieganent of independent
set nodes contributes to CDS. In the next section we dessub€DS algorithm using
heuristic based on collaborative cover.

5.7 CDS using the collaborative cover heuristic

Let every node know its distance-1 neighbours and its digtghneighbours. Assume
that every node also knows its maximal independent set (Mi8)e unit disk around
it.

The CDS construction grows the CDS-tree incrementally inF& Bnanner. Each
node maintains the following state variablésThe pointeparent is used for the parent
link in CDS-tree,ii) The level variablé indicates the level of node from rodt £ 0)
of CDS-tree in BFS construction arid) The color variable records the current status
of node (initially all the nodes are white, dominators androectors are colored black,
potential dominator at distance-2 takes yellow color, veasrdominatees are grey).

Let u be a leader node which initiates the construction of CDSrélgn. The
algorithm has three main steps: This step is to identify the independent set (cover)
of the distance-2 neighbours using degree based heuristithis step computes the
collaborative cover for each node of a cover (identified aps) and a weight based
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on effective coverage and:) This step is to identify a connector, if any, for the highest
weight independent set (identified in stép with w.

The algorithm starts at the leader node to identify domirsatmd connectors in
CDS-tree constructing two levels at a time (leveleminator to leveld + 1) connector
and level{/+ 1) connector to leve({ +2) dominator) of the CDS-tree at each step until
no idle nodes are left.

The set of yellow leaders forms an MIS of distance-2 region.ofThe yellow
leaders perform two tasks) identify leaders of yellow leaders in its 2-hop adjacent
yellow leaders to form an MIS of yellow leaders induced bypr&?[yellow-leaders,
andii) for each yellow leader, compute the MIS of yellow neighbonith common
grey nodes.

The yellow leader computes the MIS with common grey neighlamal identifies
highest effective coverage MIS among them.

The yellow leader compares its coverage with the highegghtaffective coverage
of MIS with common adjacent grey nodes. The yellow leadeobezs active if its
effective-coverage weight has larger coverage than its cowerage. Note that active
yellow leader satisfies the following three properties espnted by a tupld( wt;, w;)
which triggers to explore alternate MIS with better coverag elect leaders of yellow
leaders in the entire yellow leaders:«af

1. size of MISI; of node is atleast two,
2. independent nodes of MIS has a common connectand

3. effective coverage weightt; of MIS is greater than coverage of a node itself

The active yellow leader sends effective coverage of MI$st@-4hop neighbouring yel-
low leaders. G?[yellow leader] is the subgraph of:* induced byyellow leaders.
Note that for any givenyellow leader, the subgraphG?[yellow leader] identifies
yellow leaders in its distance-two neighbourhood. The leaders of yelloadie
ers are identified based on their effective coverage, whatimfMIS of graph in
G?|yellow leaders] which is a subgraph of* induced by yellow leaders. The yellow
leaders are pruned locally to identify an improved MIS basedoverage heuristics in
following two phasesi) In the first phase the leaders of yellow leaders grows its-high
est effective coverage MIS with common grey to become as daiwis.::) In second
phase the remaining yellow leaders use the dominators mesfas MIS and then grow
them to become dominator. Note that in above two phases, IBeMlistance-2 neigh-
bours ofu is identified and updated as dominators. These dominaiggetrselection
of the adjacent grey nodes which connect highest numberrafrdors.



102 CHAPTER 5. COLLABORATIVE CDS CONSTRUCTION

At this point nodeu has identified distance-2 cover preferably as dominatotis wi
a connector. The size of cover is reduced heuristically flarger coverage. Once the
dominators (at leve{# + 2)) and connectors (at levél-+ 1)) are identified, the (level-
(I+2)) dominators become leaders to repeat the steps to grow tiSet@® further until
no white nodes are left. After the end of the first phase, therdhm has identified MIS
and the connectors. These connectors which form an inii&ah&r tree are discarded to
identify new Steiner nodes in second phase. In the secorakpharatively the Steiner
nodes are picked which connects independent set nodesaredif components. At the
end of second phase the Steiner tree is formed out of Steowsthus identified. It
may be noted that the collaborative cover process involr@gpémization to reduce the
number of dominators. The computation is local therefore #uitable for computing
using a distributed approach.

Algorithm 8 Algorithm for CDS based on collaborative cover heuristic

1: Initialize (parent = nil), levell = 0), (color = white), count = 0 for each node.

2. Consider a leader node initiating construction of the CDS. Leader nodgbe-
comes a dominator and updates its stat&¢-ar = black, parent = ID, 1 = 1).

3: Nodeu sends message; = (u, /) to its adjacent nodes.

4: Each adjacent node on receivingm; = (u, () from u becomes a dominatee and
updates its variables dsolor = gray, parent = u,level [, = [, + 1). Nodew
sends message, = (w, u, [, + 1) to identify the distance-2 nodes of

5: A white nodewv on receivingm, from w, becomes a distance-2 neighboumcind
updates its state variables a®lor = yellow, level [, = [, + 2) and records its
adjacent grey neighbours,,.,(v) = {w}, initialises adjacent yellow neighbours

Nyeuow = nil, updates effective degree nod€s:(v) = N(v) — {w}, whereN(v)
is the nodes adjacent to

6: After a lapse ofr time, when all then, messages are delivered to yellow nodes
v, the yellow node® broadcast message; = (| Neg(v)|) containing its effective
degree to its adjacent yellow nodes

7: Yellow nodesv of u on receivingns from ' update its adjacent yellow neighbours
Nyetiow = Nyeow U {v'}, ranks its adjacent yellow nodes on the basis of their
effective degree|(Vo|, ID), where node ID is used for tie breaking. If nodé&as
the highest effective degree node in its distance-1 vigithienv becomes a yellow
leader. The yellow leader broadcasts message, = (N0 (v)) containing its
coverage of yellow nodes to its adjacent yellow nodes.

8: Each yellow nodev (of u) on receivingm, from yellow leaderv’, computes
L/ (v) = Nyeiiow[V'] — Nyeuow[v], the set of yellow nodes in the neighbourhood
of v/ not adjacent te and broadcasts messagg = (v, I,y (v), Nyrey(v), Negt(v))
to the yellow leader node'.

9: Each yellow leader (of u) on receivingm, from +' (of u), computes all
MIS(yellow neighbours(v)) and then selects only those MISes whos& S| > 1
and have common grey neighbours@év) = {D, ..., D.} (possibly empty).
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10:

11:

12:

13:

Nodev computes effective coverage of eabh (Vi € 1..k). The effective cover-
age weight ofD;(v) is given by:

[NID;i(0)] N (Na(u) — N(u))|
|1 Di(v)]

weight; =

This forms a tupleD(v) = {(Dy, wty,w,), ..., (Dy, wty, wy)}, Wherewt; repre-
sents the coverage weight amgl is common connector node at leyéH- 1). Each
yellow leader node identifies on the basis of highest effeatoverage weight, the
MIS setD,, in its neighbourhood (arbitrarily select one in case of.ti€}he high-
est effective coverage weight, of the MIS 4@t is greater than the coverage of
itself, then yellow leader becomastive Each active yellow leader, sends mess-
agems = (eff. coverage(D},),ID) to its 2-hop neighbouring yellow leaders of
(* Note that active yellow leader means it has an MIS whicle¢hproperties)
IMIS| > 2, i7) MIS has at least one common grey node angleffective coverage
weight indicates that the effective coverage of this MISreager than coverage of
yellow leader node itself. The active yellow leader triggtre pruning of MIS by
activating all yellow leaders to elect a new set of MIS. *)

Each active yellow leader (of «) on receivingm; resolves the leaders of (active)
yellow leader with highest effective coverage in its 2-hegion. The set of yellow
leaders undergoes local pruning to identify local best cayeM [.S(Ny(u)) (i.e
an MIS of Ny(u)) in following two phases:

1. In first phase each leader of yellow leadersdii[fellow leaders)) is iden-
tified and the nodes it®, become dominators and updaidor = black.
Their common grey nodes becomes connectors by receipt ofaagens.

2. In second phase the remaining uncovered yellow nodesfilémeir MIS to
become dominators (updating their colour to black) to calkthe yellow
nodes. The dominators of second phase sends messate select their
connectors amongst the grey nodes (preferably which aga@rconnectors
of first phase).

Particular grey nodes at level- 1 on receivingmg or m; come to know whether
they are connectors.

Note that the identification of connectors among the greyesambmpletes the con-
struction three levels [ + 1,1 + 2 of CDS construction. The connectors at level-
(I + 1) are identified to connect levéldominators with level{ + 2) dominators by
breadth first expansion of the CDS-tree in a distributed reann

The algorithm phase-| terminates when no white nodes lefkplored.

(* Phase-ll: Identifying Steiner nodes for dominator nodes)

(* Phase-Il discards the connectors and iteratively idestiSteiner nodes for con-
necting independent set nodes belonging to different corapis *)
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14. Each node il broadcastsn;, message so that dominatees can know of adjacent
independent set nodes in different components.

15: Initially all independent set nodes forms different comgots and the Steiner nodes
listis empty. In the next step, dominatees having requitediver of adjacent inde-
pendent set nodes in different components are identifietease® nodes iteratively.

16: for i = 5,4,3,2 do

17:  while a grey node exists having-adjacent independent nodesiah different

componentslo

18: Add nodev into Steiner nodes list

19:  end while

20: end for(* The identified Steiner nodes connect the dominator nodeform a
Steiner tree. Thus, independent set nodes and Steiner habes the CDS of
G*)

5.8 Algorithm analysis

In analysis of algorithm-8, we provide the approximationotéa of size of CDS and
complexity analysis in following sub-sections.

5.8.1 Approximation analysis of CDS algorithm

Lemma 5.3 For the algorithm-8, the size of every maximal independentsmputed
in phase-l is at most.8opt + 1.2 whereopt is the size of a minimum connected domi-
nating set in the unit disk graph.

Proof: From the result reported in [31].

Lemma 5.4 The size of Steiner nodes obtained from algorithm-8 is att mbs-
In 5)opt, whereopt be size of any optimal CDS.

Proof:  The proof follows directly from theorem-2 of [61] becausesép-15 of
algorithm-8, the set of connector nodes originally idexdifare discarded and a new
set of Steiner nodes are identified in steps 16 to 20, alsodbasdhe Steiner node
identification scheme reported in [61]. O
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It may be noted that steps steps 16 to 20 for algorithm-8 mépmglly be skipped
and the original set of connectors used, in which case lefmhavill no longer apply.
However, in the section 5.9 we show that original set of cotors that are identifed
compare well the connectors identified in steps 16 to 20.

Theorem 5.5 For algorithm-8, the size of CDS is at md@gt8 + In 5)opt + 1.2, where
opt is the size of any optimal CDS.

Proof: From lemma-5.3 and lemma-5.4, we have:

|CDS| = |I|+ [Steiner nodes|
= 3.8opt + 1.2+ (1 +1nb)opt
= (4.8+1Inb5)opt + 1.2

5.8.2 Complexity Analysis

Theorem 5.6 The algorithm for Connected dominating set has time contgléxn)
time andO(D) rounds, whereD is the network diameter and message complexity of
O(nA?), where\ is max degree of node .

Proof: Assume that in a given unit disk the size of an MIS is always tean max-
imum degree of a node itv, therefore]MIS| < A. Each node sends at most two
messages to become grey (dominatee) and at lhasessages per degree to update
neighbour’s information and\? to get neighbours of neighbour, to become dominator.
Thus, message complexityd®nA?), whereA is the maximum node degree.

While establishing the relationship between connectoddmminators the message
complexity is only size of CDS which is at moSt(n). Thus the message complexity
of algorithmO(nA?). Each node is explored one by one, so the time compléxty).
The number of synchronous rounds@$D), whereD is network diameter, which is
bounded by shortest distance of farthest node from a giaatele O
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5.9 Simulation results

In this section we present the simulation results of algan#3. The goals of these sim-
ulations is the followingi) performance comparison of Steiner nodes with independent
set nodes:) performance comparison of Steiner nodes against ignonedemorsiiz )
performance comparison with the related techniques, anc(iergy analysis of net-
work for exploiting aggregation.

We model wireless ad hoc sensor network as a set of nodesyaelilo a predeter-
mined rectangular area of dimensit®0 x 100 square units called as deployment area
A. Each node has a unique ID. We use a uniform random numberajenthat chooses
thez andy coordinates in deployment areafor sensor nodes. For simulation experi-
ments, we consider the network of varying sizes. We assuatestith wireless sensor
node has the same transmission rangdnless stated otherwise, we assume maximum
transmission range = 25. The edge between any pair of nodes indicates that distance
between them is at most radius r. Since the maximum trangmisss fixed parameter
of our experiments in the given network, thus the induceglgia unit disk graph. For
a givenr, the number of nodes per unit area called as network dengiipn¢reases as
the network sizer{) increase. The approximate governing relation for thesnaission
radius is given by? = (dx A)/(w*n) [45]. The simulation is carried out by varying the
network sizef), so that impact of network size can be observed on size aiexad
dominating set. The parameters node} {ransmission range-) thus generated, are
used in our experimental setup of simulation. The deploytrasga in our experimental
setup is assumed to be of rectangular shape which effectsoties located at border
as low degrees called as border effect. In our simulatiansffset border effect, we
use a correction of higher transmission radius judicioasinullify the border effect.
The Simulation is carried out in PROWLER/MATLAB, an eveniven simulator for
Ad hoc Networks.

We first compare the performance of the Steiner nodes regjtoreonnect the inde-
pendent set nodes using a metric which is ratio of numbereh8&t nodes is to number
of independent set nodes. The results shown in figure-5.2afge size networks it
comes out to be less than 0.3, which indicates the Steinessofien connects more
than three independent sets to achieve the results.

Next we analyze through simulation the performance of $tanodes as compared
to connectors identified while identifying independentwkich are ignored to identify
optimal Steiner nodes as a post -processing step. We givecuat of how far we
achieved in partial Steiner tree in our collaborative ca®BS algorithm.

The performance comparison are shown in figure-5.3. Thdtseshow that our
collaborative cover is quite close in identifying partideBer tree in its first phase of
construction and therefore, requires post processing@tgpto identify some of the
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optimal Steiner nodes to achieve Steiner tree.

Note that besides this our collaborative cover also gaimedacing independent set
which is discussed in later part of this section.

We also analyze the message exchanges for CDS construttanalgorithm. The
comparison shows that number of messages in our CDS cofistraee closer to that
of degree-CDS approach. Thus, our collaborative-cover @t sacrificing on the
message overheads. The message complexity analygi$rnak?), where A is max
degree of G, is also validated by comparing the simulatisalte (shown in figure-5.4)
with degree-CDS scheme.

Finally,we compare the performance of our collaborativeecdbased CDS algo-
rithm with the CDS algorithm reported by Cardei in [14], byzAlbi in [13] and by Li
in [61] . Assume the maximum transmission range values t@bgng between(25,50)
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units for the network with varying the node sizes as (20, 50 HPO). We considered
only the connected graph for our result analysis.

The performance comparison shown in figure5.5,for maxstrassion range r=25
whereas for r=50 is shown in figure5.6. The simulation reswveal that our col-
laborative cover based CDS algorithm reduces the size of BYD8% compared to
Cardei et al.’s [14] approach whereas reduction of CDS €% in Li's CDS [61]
approach. From both the results, we observe that our prageseetter than Alzoubi’s
[13], Cardei’s [14] and Li's [61] approach in identifying angller size of CDS.
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Table 5.1: Description of parameters

Parameten Value Summary

E; 50nJ/bit Energy dissipated in transceiver for per bit operation

Eagg 5nJ/bit Energy dissipated in data aggregation per bit

Qfriss 10pJ/bitin? radio transmitter coefficient for short distances.

a2 ray 0.0013pJ/birfn4 radio transmitter coefficient for longer distances.

M 100m? target area of 100x168.2.

m 1000bit frame size in bit per round of data gathering.

Aggregation based energy model

In order to evaluate the energy profile for data aggregatiasur aggregation-CDS al-
gorithm, we considered an aggregation based energy modethé energy dissipation
for aggregation to be 5nJ/bit. This value is drawn from aliexperimentation re-
ported in literature as energy dissipation for performirgumforming computations to
aggregate data is 5nJ/bit/ signal [3]. The table-1 sumrnaatize system parameter used
for energy modeling in our simulation.

In order to evaluate the role of number of dominators in epehgsipation, we
need to compare energy dissipation in the entire networkjgregation-CDS with de-
gree CDS. Consider the energy dissipation of nodes in n&tvepresented agy,,,
for nodes having dominator’s role and,,,, 4., for the non-dominators. The non-
dominators nodes spend energy,, 4., t0 communicate the sensed data to nearest
dominator at distancéwithin direct transmission radius, ., and therefore obeys Friss
free space propagation model having attenuatfowith coefficient (). Let £, be
the per bit energy dissipation of transceiver electronieorder to transmit a message
of m-bits at a distancd, the non-dominator expends energy:

Enon—dom - m‘El + ,rn'O[friSS'd2 (51)

Let the dominators dissipate energy,,, in ¢) receiving information from domi-
natees §), ii) performing aggregation/,,,) andi:i) transmitting aggregate data to
base stationds_,.,.d*). It may be noted that the average distanédxetween domi-
nator and base station is much greater than maximum trasgmisadius-,,.... Thus,
the network nodes have two modes of communication i.e higlrege communication
(beyondd > r,,,,) and multi-hop communication. Using opportunistic rogtitmulti-
hop energy dissipiation greater than higher range diraastmission energy then higher
range transmission is used which follo#say propagation model with attenuatiaf.
Thus, the multi-hop communication energy is upper boundeerergy dissipation of
2-ray propagation model with attenuatied. Thus, to transmiin-bit message after
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aggregating data from its dominatees in its neighbourhagdiébd|, the radio energy
Eqom €xpends:

Ejom = m.E.|Nbd| + m.E,,y.[Nbd| + m.ag_pqy.d* (5.2)
Thus, energy dissipation of a dominator and its dominatge/en by:

Eiotal—dom = Edom + INbA|. Eron—dom (5.3)
Therefore, total energy dissipation of network wi@tDS| = &£ dominators is given by

Etotal = k"Etotalfdom (5 4)

The equation-5.4 provides the total energy dissipatioretivork in communicating
the sensed data to base station while performing aggregattihe dominators of CDS.
Using equation-5.4,we conducted an experiment to simuateCDS algorithm for
computing the network wide energy dissipation and analiieeeffect of smaller size
of CDS on in-network aggregation in energy dissipation divoek. We have taken a
framem of size 1000 of sensing data generated from all nodes, whicbmmunicated
by our CDS based aggregation backbone to the base statiatetbcentrally inside
target area. The simulation results are captured for siagied of data gathering appli-
cation. We then compare the energy dissipation for singl@dadata communication
for degree based CDS[14]. The results in figure-5.7 show thssover at the early
network size of 100 nodes and beyond network size 200 onwardgr aggregation-
CDS reduces the dissipation energy substantially of sedatdcommunication even
for a single round. The reduction in the network wide energsigation using our
aggregation-CDS results in increase of the network lifetim
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5.10 Summary

In this chapter we have described a distributed approxonatigorithm for identifying

a minimal size connected dominating set using the collalveraover heuristic for
which the approximation factor is at magt8 + In 5)opt + 1.2, whereopt is the size

of any optimal CDS.A post-processing step identifies then8tenodes leading to a
Steiner tree for independent set nodes. This improves upmaxisting approximation
for reported CDS algorithms. When our proposed CDS schenuses for lossless
in-network aggregation function shows a substantial immpnoent in reducing energy
dissipation of network compared to degree based CDS. Theagesomplexity of our
algorithm is at mos© (nA?), where being the maximum degree of a node in graph and
time complexity isO(n).
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Chapter 6

Node mobility transparent CDS
construction algorithm

A connected dominating set (CDS) provides a virtual backbom@an ad-
hoc network. Such networks can even have mobile nodes. We defi
self organizing CDS which reconfigures itself to adapt toenaabbil-
ity. Local self configuration without any manual or extercahtrol is
desirable. Only nodes that are currently stationary papate in the
CDS construction and reconfiguration. Node mobility is Haddus-
ing three major operations:) adapting CDS to the changes in topol-
ogy due to node mobility by detaching mobile nodes and ssdhfegur-
ing CDS for stationary nodesg;) maintaining coverage of mobile nodes
with the CDS backbone of stationary nodes by tracking tleaations
andiii) self reconfiguring the CDS when a mobile node becomes sta-
tionary. We have modified the local source independent pairtii relay
(MPR) based CDS contruction technique for adapting to nodbility.
For optimizations, we developed a Markov model for a we@i@BS to
reduce location updates in tracking of mobile node. The dexiy of
our mobile node tracking algorithm is at ma8td log d), whered is the
number of boundary crossings while a single node moves. |&iom
results indicate that our mobile node tracking algorithmhewves 40%
reduction in location updates using weighted CDS compaveshortest
hop tracking path to CDS.
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6.1 Introduction

Wireless sensor networks open up new applications in remat&toring of environ-
ment, habitat, etc. Issues such as energy constraints,agw/preservation and topol-
ogy control play an important role in the design of protocfus sensor networks.
Robotic mobility (or mobility) is the ability of the nodes sensor networks to move
under electronic control without human assistance. Nodbilibhoopens up possibili-
ties to overcome some constraints, such as coverage patisarand energy replenish-
ment. Using controlled deployment based on node mobilitigsenodes can be parked
at optimal locations for remote geographical monitoring&atheir initial deployment.
Similarly, for controlled network maintenance, sensore®dan move locally to merge
multiple connected components in network to a single cot@tecomponent. In con-
trolled energy harvesting, nodes move to recharge theirggnesource from nearby
resource center.

These networks lack the network infrastructure for theinrectivity and control
operations. A connected dominating set [11] is used to peogi virtual backbone to a
sensor network for efficient routing and broadcasting. A d@ting setD of a graph
G = (V, E), is defined as a subset Bfsuch that each node i1 — D is adjacent to at
least one node iv. Dominating sets are often chosen such their members angipai
independent or not within range of direct wireless commatir. For this reason a
additional set of connector nodes)(are also taken to ensure that the subgraph induced
by the dominators and connectors is connected. Such a setmhdtors and connec-
tors (D U C) is called a connected dominating set (CDS). A CDS of smaé siften
simplifies network control operations which confines netvoackbone operations to
the few CDS nodes, leading to advantages such as energgetfcand low latency.
It also supports mobility, as we shall see through this wérknultipoint relay (MPR)
[63] of a node is defined as its forwarding node set which cditer2-hop neighbours.
Recently, Adjih, Jacquet and Viennot [12] introduced a C@&struction based on
source independent MPR which is localized and generatesath GDS [12, 21].

Mobility of nodes that are in the CDS can disturb the CDS. Towenectivity of a
mobile node with the rest of network changes due to its mowem# is, therefore,
desirable to have an efficient mechanism to handle node ityol3b long as a node is
not moving, it behaves like any other fixed node. A node isté@as a mobile node
only when it is moving. When a member of the CDS becomes mpltilgecomes
necessary to reconfigure the CDS to sustain coverage. 8ynidien a mobile nodes
halts, it may be necessary to extend the CDS to cover it. Vdhilede is on the move,
it has to be tracked if its connectivity is to be ensured. Hssumed that any mobile
node is attached to some dominator in the CDS at most 2-hoag. dfrhis condition
is violated, then the mobile node becomes unreachable fiemetwork. We show that
it is possible to utilise redundant coverage of the mobildenby CDS nodes to avoid
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frequent reconfiguration of the CDS as a mobile nodes mowesdr In this context we
show that our adaptive approach has some advantages ogartbral self stabilization
paradigm, such as quick reconfiguration, contained recor#tgpn and reduced state
updates.

Several algorithms have been reported for finding CDS in adietworks and a few
of them are self stabilizing. Many tracking techniques blas hierarchical structures
are reported in the literature for tracking of mobile obggf@0]. However, to our knowl-
edge, there is no reported technique that considers thetaspeoverage preservation
during node mobility. In this work we describe a CDS condinrctechnique featuring
efficient and transparent (to the extent that no centraliseaivention is required) self
configuration and adaptation to node mobility.

The contributions of this work are as follows.

1. We have developed a self organizing MPR based CDS for theos@etwork.
When any node becomes mobile, the rest of the network sedhfgmrires the
CDS locally. Similarly, when a mobile node halts, it is alkdvto join the fixed
network. Again, the network self reconfigures the CDS IgcdReconfiguration
can be inO(nA?) time. We are unaware of any self organizing MPR based CDS
scheme being reported in the literature.

2. We have adapted a reported technique for tracking mobitleest Our scheme
enables making location updates of mobile nodes by somergaariin the CDS.
Location updates by our algorithm is done Gnd logd) time, whered is the
number of boundary crossings while a single node is moving h#&ve developed
an optimization technique based on the Markov chain modasstgn weights to
the CDS tree to reduce the time taken for self reconfiguratrmhmaking location
updates using our adapted technique for tracking of moloitees. The weighted
CDS is shown to reduce the number of location updates for igfeelst weight
path compared to the tracking scheme based on the shorfepaltio. Simulation
results indicate a reduction of 40% in location updatesguisuwr Markov chain
heuristic.

The rest of chapter is organized as follows. We presentmneéry concepts and a
survey of related work in section 6.2. Formulation of thelypyeon is described in section
6.3. In section 6.4 we describe our self configuring MPR baSB& construction
algorithm. In section 6.5 we present an analyse our algaoritBur scheme for tracking
of mobile nodes and making shortest path based locationepdadescribed in section
6.6. Section 6.7 presents our optimisation scheme for ngakication updates using
weighted CDS based on the Markov model. Simulation resutslscussed in section
6.8. We close the chapter in section 6.9 with a summary of thr&.w
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6.2 Background and related work

The problem of transparent node mobility in networks with RSCbased backbone
mainly deals with self configuration of the CDS and trackingfite nodes to maintain
their location information and ensure their connectivitghathe network. We survey
reported work on CDS construction and tracking of objectsntativate the need of
our approach in this work. The related works on tracking ofbrf@objects can be
classified asz) mobility profile based object tracking anid) online object tracking,

based on history information of mobile object or currenommhation for its location

updates.

In the next few subsections we do a review of techniquesael& basic CDS
construction, multipoint relays, MPR based CDS algoritlamd mobile object tracking
schemes.

6.2.1 Basic CDS construction

Use of a CDS as a virtual backbone was first proposed by Epbesmn 1987 [11].
Since, then many algorithms for CDS construction have beported. These can be
classified ag) centralized;) distributed and:i) localized algorithms, based on net-
work wide information or local information for its constrien. Guha and Khullar [64]
first reported a two 2-phase centralized greedy algorithngémeral graphs having ap-
proximation ratioO(log A), A being the highest degree of a node in the graph. Ruan
designed a 1-phase greedy with performance ratio at fhesibg A. Cheng proposed
4-phase greedy algorithm for minimal connection domirgsiet (MCDS) construction

for UDGs.

A distributed algorithm is more suited in adhoc networksles tlepends on local
information only. Das [46] reported two distributed alghm of greedy approach. Wan
[13] described a single initiator, MIS based distributegloaithm for UDGs of at most
8opt + 1, O(n) time complexity and)(n log n) message complexity. Herst is the
cost of any optimal CDS and is the number of nodes in the graph. Cardei [14] im-
proved it using degree based MIS and Steiner tree based donsi@lgorithm to iden-
tify a CDS of size at mostopt for growing from single leader having@(n) message
complexity andO(nA) time complexity using only 1-hop neighbourhood informatio
Li [16] has reported technique to construct a CDS of size atrfios + In 5)opt + 1.2
using Steiner connectors. Wu and Li [21] first proposed fdilstributed using 2-hop
information for pruning.

Recently Adjih [12] and Wu [21] reported a local approachdorall size CDS con-
struction based on multipoint relays. Extended MRRop (¢ < 3) local information
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based small size connected dominating set constructioméas proposed [21]. We
now report a localised CDS construction technique to suppobility with the proper-
ties of quick convergence and self configuration.

6.2.2 Multipoint relays (MPR)

A multipoint relay is a local dominating set of a node to conge®2-hop neighbours. A
multipoint relay set has the property that each 2-hop naghbf the node has a neigh-
bour in the multipoint relay set. The multipoint relay saiphode forms a dominating
set of 2-hop neighbour of the node. In order to define it fotynial graph theory, we
give the following definitions. LeN[V/] be the set of all nodes in a given $ébr have
a neighbour in/.

Definition 6.1 (Cover) V' covers a setV whenW C N(V).

Let N, (V) be the nodes at distance-1 frdm thenN; (V') = N[V] — V. LetNy(V)
be the nodes at distance-2 frdm thenN, (V') = N[N[V]] — N[V].

Definition 6.2 (MPR) multipoint relay (MPR) set is defined in any of following ways

e AMPR setV is a dominating set of the subgraph induced\g[V/]]
e AMPR setV/ is any subsed/ C N, (V') such thatN, (V') € N(M)

e A MPR setM is a subset of neighbours that covers the 2-hop neighbourbbo
V.

The problem of computing a multipoint relay set (MPR) for aayi graphGG(V, F)
with minimum size is NP-Hard [12].

6.2.3 MPR based CDS Algorithms

In a pioneering work, Adjih [12] redefined source depende®Rvio source indepen-
dent MPR and reported a novel localized algorithm for cartding MPR based CDS
which is source independent. This approach is later modified/u [21] and referred

to as enhanced approach for CDS based on MPR.

Both MPR based CDS construction approaches are now dedcribe
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Approach by Adjih, Jacquet and Viennot The following greedy algorithm can be
run on each node to construct locally its MPR sets, whichde aélled as local domi-
nating set of a node.

Algorithm 9 Greedy algorithm for MPR
1: repeat
2. Addu € Ny(v) to M(v), if there is a node ilN,(v) covered only byu.
3:  Addu € Ny(v) to M(v), if u covers the largest number of nodesNp(v) that
have not been covered.
4: until all Ny(v) nodes are covered

The source independent MPR based algorithm-9 is used forc@DS&ruction. The
CDS construction scheme uses the following two rules tordete whether a node
belongs to a CDS.

Rule-1 the node has a smaller ID than all its neighbours or

Rule-2 it is multipoint relay of its neighbour with the smallest ID

The set of nodes selected by rule-1 and rule-2 forms a CDSlyAguprule-1 and
rule-2 to the greedy algorithm generates a smaller CDS.

Enhanced approach by Wu Wu [21] pointed out two drawbacks in the source inde-
pendent MPR?) the nodes selected by rule-1 are not essential for a CDSiartlde
greedy algorithm does not take advantage of rule-2. Wusredéd approach comprises
of enhanced rule-1 and the extended greedy algorithm, wdrelgiven below.

Enhanced rule-1the node has a smaller ID than all its neighbours and it
has two unconnected neighbours.

Wu [21] proved that enhanced rule-1 together with the oabmle-2 generates a
CDS except when the graph is complete. The extended gregdyithin is used by
each node for identifying multipoint relays. Here nodeis a free neighbour of if v
is not the smallest node ID neighbour«af

6.2.4 Mobile object tracking schemes

Online object tracking using hierarchy of regional directe was given by Awerbuch
and Peleg [20], which limit the location updates work afterabject moves. Since,
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Algorithm 10 Extended greedy algorithm for MPR

1: repeat

2:  Add all free neighbours ta/(v)

3:  Addu € N;(v) to M (v), if there is an uncovered node Ny (v) covered only by
u

4:  Addu € Ny(v) to M(v), if u covers the largest number of uncovered nodes in
Ny (v) that have not been covered by the currgéfifv). Use node IDs to break a
tie when two nodes cover the same number of uncovered nodes

5: until all Ny(v) nodes are covered

then several techniques on object tracking that use a var@rhierarchical structure
for tracking of mobile objects in sensor networks have besgorted in the literature.
The aim of tracking mobile objects is to handle queries eglab their location using
a distributed indexing structure. A scheme reported in [@%ds self stabilizing hier-
archical tracking service for tracking of mobile objectsheldrawbacks of tree based
indexing algorithms for object tracking in sensor netwaiskghey have not considered
the aspects of node mobility. We have considered a CDS baekfw our tracking
scheme and also considered adapting CDS to the node mobility

Algorithms for location tracking of mobile objects work betwith weighted CDS
trees. Mobilityprofile basedbject tracking schemes are based on mobility profile his-
tory to derive weights for constructing the CDS tree. Theul@sit tree holds property
of deviation free paths from every node to sink having mimmiops. Techniques
reported in [17, 18] are used to assign weights to sensoratte minimum object
crossing rate. The minimum weight heuristics represdatgation fregpaths.

In a mobility profile independendbject tracking scheme the weights to sensor nodes
are determined without simulating object movements orgibistory of mobility pro-
file. Heuristics based on Markov model [17] using geometrforimation determined
by Voronoi diagram are used to assign the weights to senstgsid\ tree construction
algorithm based on a maximum spanning tree [19], registarmg of message trans-
missions in the object tracking based on crossing ratesdmtwensor nodes. Mobility
models which are independent of object mobility profile afenterest to our work.
We use a Markov model that is independent to mobility profiwever, the heuris-
tics we use for our Markov model are different to those usefl#]. We have used
Markov chain using neighbourhood information to reduce dleation updates for node
mobility.
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6.3 Problem Formulation

Consider a wireless sensor network with fixed number of nadeghich only a few
nodes are mobile at a time. Assume that total number of naaefsxad and a mobile
node is allowed to move within a region so that full conneattief the network, includ-
ing mobile nodes is always possible. We assume that a CDSaté#tionary nodes is
available and let the location of mobile node be maintaineddme node in the CDS.
When a sensor node that is part of the CDS backbone movesthadrackbone may
get disturbed. It then becomes necessary to detach thahmaoweide and reconfigure
the CDS to regain proper coverage. This enables the CDSdgptb adapt to changes
arising due to movement of some of the nodes. The mobile neddato be tracked to
ensure its connectivity to the CDS. For a mobile node to geheoted to the network,
it beacons messages from time to time which eventually reaahe node in CDS at
most at a distance-2 from the mobile node. A stationary n&deatls the mobile node
when a node crosses into its transmission range boundatiddirst time. This event
is referred to as boundary crossing, it then notifies thisiete its dominator of CDS
for making location updates. The dominator also informslteation information to
neighbouring dominators so that they know of the how the risdeoving. Nodes in
a wireless sensor network have energy constraints, therefticiency of self reconfig-
uration and location updates in networks for adaptationazfenmobility becomes an
important issue.

Let G = (Vigat U Vinon, ) be a connected graph, whee.. U Vi) are set of
static and mobile nodes, respectively arids a set of edges.

Definition 6.3 (Adaptive CDS (ACDS)) ACDS(G) is a subset of nodes of;., satis-
fying these three properties:

1. It dominated/ ¢

2. The subgraph induced by it is connected

3. A mobile nodé/,,;, is at most at a distance-2 from some node in it.

Thus, ACDS() is 2-dominating set of mobile nodes, meaning that any neatmlde is
at most at a distance of two from some node in the ACDS, thamiistbeing measured
as the number of edges in any shortest path.

We consider some important differences between ACDS anHi stabilizing CDS.
In ACDS, when a node starts moving it may be removed from tresifnetwork. When
a node becomes stationary, it may become a dominator. In AGi2Stion updates
are triggered when a mobile node crosses a node boundanonfparation can be



6.4. SELF CONFIGURING MPR BASED CDS CONSTRUCTION 121

done inO(nA?) time. In case of self stabilisation, convergence to legitienstate is
the main goal. Moving node triggers the self stabilizatioogedures to kick in restore
to legitimate. Stabilisation is done ®(n?) time for every movement of mobile nodes
[66].

In the next two sections we describe algorithms for adapfilaés construction and
mobile node tracking.

6.4 Self configuring MPR based CDS construction

The main algorithm for mobility adaptive CDS reconstruatis given as algorithm-13.
It relies on algorithm-11 for identifying potential MPRsdaon algorithm-12 for MPR
based CDS construction. Both these secondary algorithenadapted from related
reported techniques in the literature[12, 21] and can béegpo a set of nodes so that
they work only in a particular region.

We first describe the construction mechanism for the selfigaring MPR of a node
x. After that we describe the self configuring CDS algorithnmgsvIPR and finally we
describe the main algorithm for mobility adaptive CDS restouction.

6.4.1 Construction of the self configuring MPR of a node

Let us consider only one node thenN;({x}) is the distance-1 neighbourhood of
andNy({z}) is its the distance-2 neighbourhood. A MPR 3étof a nodex is any
subset ofN; ({z}) such thatN,({z}) € N(M). Thus, M is a dominating set of the
subgraph induced b¥(N({z})). The multipoint relay selector of a nodeis a node
which selected nodg as a multipoint relay. For a given node let v be a distance-2
neighbour ofr. We give a simple mechanism to compute MPR seat afd its selector.

For each pair of nodesandv € Ny({z}), compute the set of nodes that are 1-hop
neighbours of botlr andv, by finding the intersection of the neighbourhoods:@nd
v to give a setS = (N;({z}) NNy ({v})). If nodeu € S has the smallest identifier
among them, then becomes an element of MPR set:gfwhereas nodes andv are
both added to the MPR selector setuofit may be noted that a node may have multiple
selectors. Thus, node selects nodes as its MPR if the selector af is = and other
selector, say is its 2-hop neighbour. Thus, every MPR nadéas one or more pairs
of MPR selectorq z, v | u is the minimum ID node of the 1-distance neighbourhood
intersection: andv }. Given noder, we can find its MPR nodes which are its distance-1
neighbours such that they form the cover of distance-2 tgthood ofz.
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Algorithm 11 Self configuring MPR

1: Nodeu broadcasts message to its distance-1 neighbours.

2: Each distance-1 neighbour sayforwards it to distance-2 neighboursf v along
with node IDs of forwarding nodes.

3: The distance-2 neighbourf « after receiving all of them selects the lowest node
ID forwarding nodew as the MPR node.

4. Selected MPR node keeps the list of selectdis, v) for MPR node.

5: Nodesu andv recordw as its MPR.

6.4.2 Self configuring CDS algorithm using MPR

The self configuring algorithm for generating a CDS(ousing MPR is based on the
following principles:

1. Nodez is in CDS as a lowest ID dominator, if it has smaller ID than itl
neighbours i\ ()

2. Nodeuw is in CDS as a connector, if it is an MPR of two or more domingtor
As a result of becoming a connectormay connect two or more dominators
belonging to different components. Distinct componentstfetting connected
need to resolve their identities — by taking on the ID of th@det component

3. Nodeu also takes up the role of a CDS connector if it later deteds iths an
MPR for two or more distinct components

6.4.3 States of a node and information to be stored

Each node of the network can be in one of several states, vdaictbe captured in a
local variable calle@TATE which can assume one of the following values:
| DL The node is in an idle state.

DOM The node is a lowest ID dominator. In this case the node needscbrd the
following:

e its relays, which may be maintained in a PRList_ofDom

¢ its dominatees, which may be maintained in aMiBMList_ofDom

CON The node is an MPR based connector. In this case the node teeestrd the
following:
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Algorithm 12 CDS construction using MPR
1: Nodes inV/(G) broadcast their node ID so that each node in its distanceghne
bourhood can know thiewestID node.
2: if node finds that its node ID is the lowdken
3:  Node becomes dominator sets STATE=DOM and broadcasts msndtor an-

nouncement.
4: Sets its ID as its component ID
5. end if

6: Distance-1 neighbours on receividgminatormessage first time becomdemi-
natee sets STATE-non.dominator.
7. if dominateav is an MPR of dominatot (* u € selector{v) *) then

8: Addwu to DomListofMPR of w
9: if |DomListofMPR ofw| > 1 (* w is a non-trivial relay *)then
10: Nodew sets STATE-CON
11: Update component ID as a result of adding the new MPR connecto
12 endif
13: end if

14: if dominateew is an MPR ofu (* u € selector{y) *) then

15:  Any dominateew finding itself connecting distinct components also becomes
non-trivial relay and set STATECON

16: end if

e the dominators it connects, which may be maintained in a Dish-
List_ofMPR

e its own dominator irmyDom
NDM The node is a dominatee and its dominator is recordesyidom

MOB The node is mobile.

Thus the variables that are required 8TATE, MPRList_ofDom, NDMList_ofDom, Dom-
List_ofMPR andmyDom. Each node has its uniqup. In addition, some working vari-
ables such arwest_ID, selectorList are also be required. A node also needs to record
the ID of the component of which it is a member. By hypothesimplete connectivity

of the network is possible. However, during the process oS@nstruction distinct
components could be present which are eventually mergeditaggée component.

6.4.4 Adapting the CDS to accommodate mobility

Initially, the network configures itself using the MPR bagHaS algorithm. As a result
a set of independent nodes are identified as dominators atbéMPR based connec-
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tor nodes are identified to serve as connectors for theserddaons. This constitutes a
stable state of the network.

The dominators and connectors together constitute the Giagblone of the net-
work. When a node starts moving, the CDS could get disturlmedthich case there
is a period of metastability of the network, as the CDS reoiggs itself. In order to
handle reconfiguration of the CDS in the wake of a node exhpinobility, we con-
sider the cases listed below and actions necessiated thasaeresult of the actions,
the network returns to a stable state with a reconfigured CDS.

Case: A stationary node starts moving:

¢ Mobile node was a dominatorThe mobile node: is aware that it is a dominator
node. As a result of its movement the CDS in its region will &eesely disturbed
and will require reconfiguration. A new dominator will hawele identified and
MPR nodes for this new dominator will also have to be iderdifi€ach MPR
connector CON) nodew € N(u) will removeu from its DomListofMPR if u €
DomListofMPR of w. If, as a result, forw, |DomListofMPR| < 1, thenw will
cease to be a non-trivial relay.

All nodes inN(u) will be triggered to configure themselves as MPRs for new
dominators that will be identified i¥(«). However, non-trivial MPR relays will
continue in their earlier roles, as the departure.afill not disturb their status.
This will be followed the MPR based CDS construction in thgioe of N(u).
Thereafter, the coverage and connectivity will be restamedl(«) and the overall
CDS will once again become stable.

e Mobile node was an MPR connectoi:he mobile nodev is aware that it is a non-
trivial MPR based connector for two or more dominator nodeagch dominator
nodesu, whereu € DomList ofMPR of w, which was connected hy will have
to identify new MPR based connectors for themselves. Naéedhch node:
of these dominators will continue to be then minimum ID nodeNiu). Our
initial assumption is the underlying graph will not get disoected. Therefore,
for each such node, all the nodes ifN[u], will have to go through the process of
forming MPR connectors with adjacent dominator nodes. Hewenon-trivial
MPR relays in these regions will continue in their earlieles) as the departure
of w will not disturb their status. Thereafter, the coverage aondnectivity will
be restored ilN(u), for each suchy and the overall CDS will once again become
stable.

e Mobile node was a regular nodeThis is the simplest case where the CDS is not
affected and nothing needs to be done to the CDS.

Case: A mobile node halts:
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e Outside coverage of a dominator:Let the mobile node bea. Since there is
no dominator node iMN(u), u, itself will have to become a dominator. Before
that it will first initiate identification of MPR based conniecnodes to adjacent
distance-2 dominators and then announce itself as a dooninat

¢ Within coverage of a dominator:Let the mobile node be and let dominator
of the area where it halts be. If v has a higher ID than, then obviously
nothing needs to be done. However, even Ifas a lower ID than, a round of
MPR identification followed by dominator identification ¥ju| can be skipped
andwv can simply join as a dominatee of However, in any future event where
dominator selection is required M[u], u will participate in the usual ID based
resolution mechanism for dominator identification.

Figure 6.1: State transition diagram for self configuration

6.5 Analysis of technique

The following subsections deal with the correctness ofdélebique and its complexity
analysis.

6.5.1 Correctness of MPR based self configuring CDS constrtion

In the MPR based CDS construction described here, nodeswiitimum ID become
dominators in their neighhourhood. If nodesndv are such thaN(u) N N(v) # 0,
then algorithm-11 will find MPR based connectors foandv andu andv (and their
connector and dominatee nodes) will then become membeledame component.
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Algorithm 13 Self reconfiguration of CDS

1: if stationary node is about to become moltiien

10

13:
14:
15:
16:
17:
. else ifnode is a stable dominator nogeSTATE=DOM *) then
19:
20:
21:
22:
23:
24:
25:

18

26:
27:

28:
29:
: else ifnode is a stable connector no(teSTATE=CON *) then
31:
32:
33:
34:
35:

30

36:
37:
38:
39:
: else ifnode is a stable idle nodg STATE=IDL *) then
41:
42:
43:

40

3
4
5:
6:
7
8
9

if it is a dominator (* STATE=DOM *}then
broadcast message “DOM node with ID going MOB”
else ifit is a connector* STATE=CON *) then
broadcast message “CON node with ID going MOB”
else ifit is a regular node(* STATE=NDM *) then
broadcast message “NDM node with ID going MOB”
end if
STATE +— MOB

: else ifmobile node is about to become stationtrgn
11:
12:

broadcast message “MOB node with ID going NDM”
if it is within coverage of a dominatqgf* determined by receipt of appropriate message
*) then
STATE «+ NDM
else
STATE «— DOM (* no reply received from a dominator, it is must itselfdoene one *)
initiate identification of MPR connectors
end if

if message received is “CON node with ID going MOB&n
if ID € MPRListofDomthen
remove ID from MPRListofDom
if ID € NDMList_ofDomthen
remove ID from NDMListofDom
end if
initiate MPR identification by algorithm-11 and non-trivi@lay identification by
algorithm-12
end if
else ifmessage received is “NDM node with ID going MOB” anddINDML.ist_ofDom
then
remove ID from NDMListofDom
end if

if message received is “DOM node with ID going MO®en
if ID € DomList ofMPRthen
remove ID from DomListofMPR
if [IDomListofMPR| < 1 then
STATE + NDM (* DomList_ofMPR dropped, to participate in algorithms 11 &
12 %)
end if
end if
end if
node responds to messages to participate in algorithm-iédome a potential connector

if message received is “DOM node with ID going MOB” and4bmyDomthen
STATE « IDL
end if

44: end if
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In this process individual components will grow until nother joining of dominator
nodes of the components by MPR based connectors is possible.

After this process let there be distinct componefitsCs, ..., C,. At this stage
line-14 of algorithm-12 will kick in. By the hypothesis thadnnectivity of the nodes is
possible, there must exist componefitsandC;, each having a set of dominatee nodes
V; C C;andV; C C}, such that for each; € V;,3v; € Vj}, such thaw; € N(v;) and
vice versa. Thus the minimum ID nodeslgfandV;; will be chosen as an MPR based
connector by algorithm-11 to connect componefiteindC;, leading to their merger.
In addition to the minimum ID nodes, locally minimal ID nodes| also be chosen.
This process will continue until there is only one componefit

6.5.2 Correctness of self reconfiguration

The correctness of our technique for CDS self reconfigunatiathe presence of node
mobility is essentially based on the correctness of ourddd$tR based CDS construc-
tion technique. When a dominator noddecomes mobile, a new set of dominatbrs

is chosen iN(«). Similarly, when a connector nodebecomes mobile we consider the
set of dominator nodeB for which w was a connector. In each case a subset of nodes
of D may get isolated from the network and form new componentsthByarguments
given in the previous subsection, these dominators willllde t identify MPR based
connectors to connect them to the main component. OthernMiB& based connectors
will be identified to connect the other dominators directiydistance-2 dominators in
the main component.

6.5.3 Complexity Analysis of Algorithm

The time complexity of the MPR computation @¥(A?), where A is the maximum
degree of a node in the graph. The time complexity of CDS cdatjmun is at most
O(nA?®), wheren is the number of nodes in the network. The size of the CDS caeapu
by the algorithm is not optimal, but the algorithm is self figaring.

6.6 Tracking of mobile node and location update using
CDS

Our tracking structure is a CDS. Each node in the trackind) pets at most one
non-dominator. Thus, the tracking path has two variafitsth : {mobile_node —
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non_dominator — dominator} or Path : {mobile_node — dominator}. Nodes in
the path generally point to nodes that are closer to the malmtle. Assume that the
network always maintains a valid CDS (except during theditany phase of recon-
figuration). Thus, nodes in network can be classified in tweesyas: nordominators
or dominators. Each non-dominator node also records itsirior. A mobile node
obtains its neighbourhood information either through dhv@liessages or through idle
listening messages. The mobile node then finds out all thepZplaths referred to as
tracking paths. When the tracking path has a direct conmec¢t the dominator, the
location of the mobile node with its timestamp is registarethe dominator whereas
the mobile node records the ID of the dominator. Alternagiwehen the tracking path
has an intermediate node to the dominator, the mobile nadessthe information of
intermediate node which acts as relay to dominator as aalidaminator. Thus, the
CDS along withvirtual dominatorsforms the connected dominating set of network in
the presence of mobile nodes. Note that when a mobile nodesmaw of the region
of current virtual dominator to the region of another vittdaminator under the same
dominator, the mobile node updates only its relay node médron. Whenever the mo-
bile node moves the region of a different dominator, it updatot only its dominator
and virtual dominator, but also registerslitgationandtimestampwith its neighbour-
ing dominators at most at a 2-hop distance.

We describe two ways to achieve the node mobility adaptiv&€ CD

1. Shortest tracking path in CDS where distance means numbedggs in path
between mobile node and some node in CDS

2. Tracking path in weighted CDS having highest weight donoinahich is at most
distance-2 away from a mobile node

In the next subsection we describe the tracking of mobileeniogl the CDS of the
stationary network. In section 6.7.1 we describe a moreiefficscheme based on
Markov chain modelling.

6.6.1 Shortest tracking path in CDS

We define shortest tracking path as the shortest path betmebrie node and some
dominator node in the CDS (at most distance-2 away), whetanlte is measured by
number of edges involved in the path. The mobile node canvebeacons from either
a non-dominator or a dominator node in the CDS. The non-datoirbeacons also
gives the information of its distance-1 dominator node inSCDherefore, a tracking
path consists of at most one non-dominator and a dominasthémobile node moves
to a new position, it often crosses the communication rargedary of the current



6.7. TRACKING OF MOBILE NODE USING WEIGHTED CDS 129

tracking node and also enters in the range of new node. Tiggets in a change of
tracking path as the following way.

1. Non-dominator is changed for a given dominatbar a given dominator in track-
ing path, if only the non-dominator node is changed then tbbila node only
updates its non-dominator on the path to the dominator.

2. Dominator is changed:When the dominator in the tracking path changes, it
updates its neighbouring dominators of the current traglpath. Therefore,
CDS dominator nodes need to keep the location informatiaghefnobile node.
Algorithm-14 for tracking path gives the details of cregtimacking path to com-
pute the location updates of mobile node.

6.7 Tracking of mobile node using weighted CDS

In this section first we describe Markov chain based schemadsigning weights to
the CDS leading to a weighted CDS. We then use the weighted @D8etermining
highest weight tracking path to optimize the reconfiguratly reducing the number of
location updates of the mobile node.

6.7.1 Markov Model for weighted CDS

In this section we will present an improvement on the shogath tracking technique
discussed in the previous subsection, to track a mobile mdile making fewer loca-
tion updates. We assume a discrete time stochastic proeésed over a set of states
in terms of a matrix of transition probabilities. Thus, tira¢ values are considered dis-
crete which advance only there are state changes. We assGD8 éorms a backbone
of the fixed network. The fixed network (with a stationary daawhke) tracks the mobile
sensor node and reports back to the backbone nodes. In oralaitl redundant report-
ing, we assume that only the sensor closest to the moving iscsigpposed to report.
We assume that deployment area is covered and the undedsaphG(V, E) is con-
nected, wher#’ is the set of sensor nodes and edge) € EVi,j € V,iff ||7, j||]> < p,
for maximum transmission radiys p may be treated as the unit distaneg.is also
assumed to include the mobile nodes. It can be used not onigtdi the mobile node
but also compute the mobility profile by labeling backbonée®with a weighty; ;
that represents the crossing rate of moving nodes betweskibbae noded; andd;.

Consider a CDS ofV nodes of a (large) wireless sensor network. The dominators
separated by at most 2-hop distances and having commonatomé&rm neighbour-
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Algorithm 14 Shortest tracking path using CDS
1: find shortest path between mobile noge and any dominatod; in the CDS (at
most distance-2 away).
2: if dominator,,.i. =L and shortespath(n;, d;) < 2 then
3:  mobile node updates theminator,,.mi. = d; and informs to dominator.
4:  Dominator updates the new location of the mobile nodernivhile_loc
mobile node-1D. It also informs to its neighbouring dominators.
5: else ifshortest-pathf;,d;)=2 (* a non-dominator.d;; node exists on the path be-
tween the mobile node and the dominatothégn
Seton_path < nd,; atm;, wherend;;=on-pathfn;,d,)
else ifshortest-path(;,d;)=1 (* no intermediate node *then
Seton_path «— L
end if
10: if on_path node is changed between, d; anddominator i = d; is unchanged
then
11:  Seton_path < nd,;, wherend;;=on-pathf{n;,d,)
12: end if
13: if the shortest path is changed to different dominatoddminator,,epire # djN
shortestpath(n;, d,;)=1 *) then
14:  Update stat@ominator,,.pi. = d; andon_path «—_L and informs to the domi-
nator for its location update at dominator.
15:  Dominator updates the new location of the mobile noderasgile_loc
mobile node-1D.
16:  Dominator sends location update to its neighbouring dotoma
17: else ifthe shortest path is changed to different dominatalohinator,,epie 7 d;A
shortestpath(n;, d,;)=2 *) then
18: Update statelominatormewiie = d; andon_path «— nd,;;, wherend,;;=on-
path(n;,d;) and informs to the dominator for its location update at duator.
19: Dominator updates the new location of the mobile nodenobile_loc —
mobile node-1D.
20. Dominator sends location update to its neighbouring dotoma
21: end if
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hoods in the CDS. Suppose a dominatphask neighbouring dominators. By neigh-
bouring dominators, we mean that dominators which are at at@sdistance of 2-hop
and having a common connector.

Figure 6.2: Uniform distribution region of node mobility

Let X (¢) denote the stochastic process to model the mobility of neaimides. The
random variableX is uniformly distributed over the sub-interval ¢f, 1) such that
probability density function is computed by considering ttadial uniform random
movement of mobile node between dominafpand its neighbouring dominators
(1 < j < k), wherek is constant represents the maximum number of (at most distan
2) neighbouring dominators in UDG. Let each dominatoknow the set of its neigh-
bouring non-dominator nodé&g; which it dominates and the sum of non-dominators of
its neighbouring dominatoysrepresented by, ;. |@;|.

The probabilityp; ; that a mobile sensor node moves out of the duty area of a back-
bone nodel; and moves into the duty area of backbone néd@ < j < k), given the
fact that mobile node is currently under the surveillanceesfsor nodé; is computed
as

Q]

I (7] G — i2)2 4 (o — )2 e
\Qz‘HZI;:l |Qpl if (Jo —iz)? + (Jy — iy)* < (7.p)

Pij =

0 otherwise

Note thatzj pi; = 1. We have no knowledge of the next move of the mobile node
knowing its past history and current position of the nodeug lior anyt > 0 yields the
following transition probability.

Pij = Pr[X,p = j1 X, =1 (6.1)

The state transition probabilities for this process mayliii@ioed as a matrix called



132 CHAPTER 6. NODE MOBILITY TRANSPARENT CDS CONSTRUCTION

astransition probability matrix

pbi1 P12 .- DPI,N
P21 D22 ... Da2N

M = . . ) (6.2)
PN1 PN2 ... DPN,N

Thus, for a Markov chain)/ represents the probability that tracking system in state
will enter statej at the next transition.

Let p? = Pr[X(n) = i| be probability that the process is in statat timen,
for any integern > 0 and connected dominating sete {1,...,N}. Suppose this
process satisfies the Markov property thatn) = j given thatX (n) =i, X(n+1) =
int1,- .-, X(m—1)=1i,_, depends on current state only and not on the history. Thus,
X(m —1) = i,_1. The state transition probabilities after moves can be defined by

m-stage transition probabilities denotedpﬁg). Them-stage transition probabilities

pgg?) can be computed by using Chapman-Kolmogorov equation.

M
PP =)0 < r < m) 6.3)

k=0
The properties of thénite state Markov chain are summarized below:

1. Markov chainis irreduciblethis means that, it is possible to get to any state from
any state in airreducible Markov chain.

2. Markov chain is aperiodic: this means that, the return time is not fixed for any
state.

3. Markov chain is positive recurrensinceM™ converges as: — oo, the number
of times any state is entered is infinite far— oo.

From the above properties, we observe that there existsqaestationary distribu-
tion 7 (a (row) vector in M) which satisfies the equatior= 7M.

In addition,M™ converges to a rank one matrix in which each row is the station
distribution, i.e. lim,_ .., MF = 1x, wherel is the column vector with all entries
equal tol. Therefore, usingM andr, the weightsw;, ; for the connected dominating
set can be ascertained@s; = (m; X p; ;).

Each node in the CDS is assigned a weight, which represents the mobility
profile of nodes around its domination region. The highentiegyht, the bigger is the
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region of domination. Thus higher weights represent lovaée of crossing of mobile
nodes across dominators resulting in lower degree of logatpdates in tracking. In
the next section, we use the weighted CDS to track the mobides

Example 6.1 [Construction of Markov chain]

Consider a sensor network shown in figure-6.3 with S = {2, 4,6} and a mobile
nodez. Let the transition probability matrid = [p1pap1; p2psps; pspspsl, Wherep!s are
the transition probability. For a random walkefsteps on the Markov chain converges.

Using equation-6.3 we obtain the weights which are assigm@&@DS. O
2 4 6
J ©E0 B

/ mobile node.

Figure 6.3: Connected dominating set with mobile nodes

pl =
2 p2 p3 p4
e s
S
Figure 6.4: Markov chain for connected dominating set

6.7.2 Mobility tracking using weighted CDS

Algorithm-15 is meant for tracking mobile node by the CDS ldamne. Let the mo-
bile node maintain two variablegdominator,,.;. andon_path. When a mobile node
moves from its current location, it maintains its connectwith the backbone. The
mobile node finds the highest weight distance-2 path to thkdst weight dominator
node in CDS and records it in @@minator,,.,ii.. AS SOON as mobile node moves out
from the domination range of current stat@ninator,,.., it needs to self configure.
A variableon_path maintains the intermediate node, if any, in distance-2 patlkach
some node in CDS according to its weight. The mobile node ectsrio the CDS back-
bone via the intermediate node maintained irviispath called as virtual dominator.
At any point of time, the backbone nodes along with the virtganinator inon_path
forms the connected dominating set of the network. Therei@@s in algorithm-15 to
correctly maintain the variable®minator,,.i;. andon_path in the mobile node.
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The dominator in the tracking path also records the curresitipn and ID of a
mobile node vianobile_loc. When the mobile node moves to a new dominator in the
tracking path, its information needs to be refreshed to reroansistent. Therefore, its
new dominator sends the updates to its neighbourhood déongna

Algorithm 15 Location update of mobile node by weighted CDS based trgckin
1: if dominator,,.pie =L and exists a highestt_path(n;, d;)< 2 then
2:  Setdominatoryepie = d; and informs to dominator.
3:  Dominator updates the new location of the mobile nodeniobile_loc «—
mobile node-1D. It also informs to its neighbouring dominators.
4: end if
5: if mobile m; moved away from dominatod; (* dist(m;,d;) > 2 *) and
dominator e = d; then
6: Updatedominator,,.i. =L and informs to dominator.
7. Dominator updates the new location of the mobile nodenivbile_loc «—
mobile node-1D. It also informs to its neighbouring dominators.
8: end if
9: if dominator is at distance-2 amd;;=on-pathfn;, d,;) andon_path # nd;; then
10:  Seton_path < nd,;; and informs to dominator.
11: Dominator updates the new location of the mobile nodenobile_loc —
mobile node-1D. It also informs to its neighbouring dominators.
12: end if

Consider a mobile node; trying to connect to some dominatéy € D. Notations
used in algorithm-15 are defined as follows.

1. highest_weight_2hop_path(m;,d;): Let each dominator nodé; € D be as-
signed a weightv; by the Markov Model. LetS be the set of all paths at most
of 2-hop lengths (using hop count as a distance metric) Etweobile noden;
and some dominator nodg < D, whereD is the dominating set ofr. From
the setS of 2hop(m;, d;) identify a path with the highest weight; dominatord,
using lexicographic ordgnw;, ID(j)).

Lexicographic order:(w;, ID(j)) > (wx, ID(k)) for all k,5 € S [k # j] (iff
w; > wy, of (w; = wy andID(j) < ID(k)) ).

2. on_2hop_path(m;,d;, n,,): Assume that each node in network has a unique node
ID. Let I D(node) be a function returns the node ID. L&t C S be subset of all
highestweight 2hoppaths between mobile node; and highest weight domina-
tor d;, whenhighest_weight_2hop_path(m;,d;) = 2. Among all the paths i,
let there be highest weight path with intermediate negec {V(G) —CDS(G)}
having the lowest ID.

I [ID(ny,) < ID(ny), forall(ng # ny,) € S']
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Example 6.2 [Tracking of mobile node] Consider example-6.1, which assa sensor
network shown in figure-6.3 with CD® = {2,4,6} and a mobile node and the
transition probability matrixA™ = [p?pspt; phpeps; pEpspy], wherepl's are then-
stage transition probability and using the weighted CD$.aLeobile nodez is in the
radio range of node§3, 4, 5}. When the mobile node leaves the boundary of nodke-

it has two options for handing over its locatiofis 5}. In weighted CDS tracking path
if the weight (5) > weight(4) then transition to nodé-saves the location update at CDS
node4 bypassing the transition to CDS nodein the shortest hop path the nodés
selected which may yield more number of location updatdseiftobile node continues
the crossing in the range of nodeThis example illustrates the usefulness of weighted
heuristics for reducing the location updates of a mobileenod O

6.7.3 Complexity of single node tracking algorithm

The location of mobile node is maintained at CDS backbone;. Hode of fixed when
observes a mobile node in its region it updates its locatatstdominator. The dom-
inator on receiving the location for the first time not onlgoeds the location of mov-
ing node but also updates to its 2-hop neighbours in CDS. Rlatgpat 2-hop CDS
neighbour, we mean that the previous trace of its locati@udne be erased in location
updating. We may use the timestamp of mobile node to ensaredtrect updating of
current location maintained by only one CDS node at any pafitime locally. Thus,
for every2¢ moves the number of location updates required &s shown in figure-6.5.
The amount of work by non-dominator is at mastor node mobility ofd boundary
crossing. Therefore, tracking algorithm observes locatipdating complexity of at
mostO(d. log d) for tracking of single node.

update-3
update-1 update-2

e

I I I ! |
' move-1 move-2 move-3 move-4  move-5movie—t
1 ) ! i

d-updates at CDS for every 2*d boundary crossing:

Figure 6.5: Complexity of location update for tracking dengode mobility

6.8 Simulation results

We divide this section into four parts with the aim of bringiout the performance
analysis of major issues in the proposed node mobility rarent CDS algorithmi)
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size of CDS identified by algorithm-12 for self configuratimmcompared to a well
known CDS construction algorithm reported by Alzoubi [58],messages required by
algorithm-12 for self configuration compared to messagegsired by Alzoubi’s CDS
construction [59]ii:) performance of node mobility measured using location updat
metric andiv) comparison of updates required by Markov chain based madgiortest
tracking path

Consider a sensor network with nodes having maximum tragsom range 25 units
dispersed randomly in a fixed target area of ¥@00. The number of nodes is varied
in this experiment from 25 to 400. We assume that the netweodonnected. In the
experiments we use an event driven simulator. Messagegeddo achieve self con-
figuration in course of the simulation are monitored and ¢ednThe size of the CDS is
recorded. These experiments are conducted for algoritbrantl Alzoubi’s technique
[59] to get the required data to compare CDS sizes and messagés.

Once a valid CDS is obtained, behaviour of the network nodessponse to mo-
bility of its nodes, in order to track the mobile nodes is agaionitored and neces-
sary statistics on location updates is collected. Thesererpnts are conducted for
algorithm-14 (shortest tracking path using CDS) and atgori15 (Markov chain based
tracking) to get the required data for making a comparisothennumber of location
updates made by the two techniques.

We assume a mobility model for simulating the node mobilityene the mobile
node makes a straight run from one end of the rectangulatartéa other end. Sensor
nodes placed in the linear trajectory of the mobile node rggered when the mobile
node for the first time enters their transmission range. Raguocation updates on the
crossings are monitored for making the performance corapari

The specific experiments are described below.
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Figure 6.6: Performance comparison of CDS algorithm (im@ssion range is 25)



6.8. SIMULATION RESULTS 137

1100

1000 -

©

o

=]
T

©

o

S
T

~
=}
=)

o
o
=)

o
=}
=)

IS
oS
S

w
=3
S

——&— Alzoubi's CDS algo.
—— Self-organizing MPR-based CDS algo
n n n n n

N
=3
=}

=
o
S

Number of messages to configure CDS from empty state

i n
100 150 200 250 300 350 400
Network nodes

Figure 6.7: Performance comparison of messages to configar€DS starting from
initial state in algorithm-12 vs Alzoubi’s CDS algorithm

1. Size of CDSWe observe the size of the CDS in the simulation experimesis u
ing self configuring CDS as the performance metric to compatie Alzoubi’s
CDS [13]. The simulation results is shown in figure 6.6 corepahe CDS size
identified by the proposed CDS with the Alzoubi’s CDS method.

We observe from the simulation study that CDS identified bypmaposed CDS
algorithm is of smaller size compared to that of Alzoubi’'s €Bpproach.

2. We also analyze the number of messages required to camfigarCDS start-
ing from initial state when none of nodes are dominators. pé&dormance of
algorithm-12 is compared to Alzoubi's CDS in terms of messagequired to
configure a CDS of7. Results are shown in figure-6.7. We observe a substantial
reduction in messages required.

3. Description of mobility model:Consider a straight run movement of mobile
node which retraced back and forth between the two boundargatangular
region. We assume a single node becoming mobile wherea®frébe net-
work remains fixed. The nodes in fixed network observes tragkvhen the
mobile nodes crossing inside its transmission region baopnfbr the first time.
In order to observe effectively adapting the node mobiltg describe a sim-
ple mobility model. Let each node assumes Euclidean coatesnand are
placed in linear grid such that its incrementing theoordinate node moves
to forward node whereas decrementingoordinate node moves to backward
direction. When the mobile node is within the range of nodéhvaoordi-
natesz,y, the mobile nodes can move to left node — 1,y) or right node
(x + 1,y) linearly. When the node reaches the right bound&syit rebounds
back Rx > (x + 1)?(z + 1): (x — 1). Similarly, mobile node reaching left
boundaryLz it rebounds backlz < (x — 1)?(z — 1): (x + 1). Such a node
which observes the mobile node maintains the location. dbation updates is
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compared when the nodes maintain location with the locatiban maintained
by CDS nodes and is shown in figure-6.8. We observe that nuofhgrdates is
quite reduced when maintained by CDS nodes. In order to eptatlocation
of mobile node efficiently we, assume that CDS nodes only ta@is location of
mobile node.
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Figure 6.8: Performance comparison of location updatesden vs CDS nodes

The path from mobile node to intermediate node to dominatord is called
tracking path. The location is updated only when the nodeas@ut from one
dominator region to another dominator region based on titamg of mobile
node. The tracking path is ascertained using highest weigiup tracking path
from x to some dominatod. We compare our weighted CDS approach with the
shortest path based tracking approach in terms of locatpmlates for mobile
node. The comparison is shown in figure-6.9. We observe tleagived CDS
brings in substantial reduction in location updates fotkmag of mobile node.

—=o— Shortest-path to CDS
—*— Highest weight tracking path to CDS

Number of location updates

200 400 600 800 1000
Number of boundary crossings detected due to node—mobility

Figure 6.9: Performance comparison location updates indsgweight 2-hop tracking
path using weighted CDS vs shortest path(hops)-trackitiypathod
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6.9 Summary

We have reported an efficient node mobility transparent CbBi&truction technique
for sensor networks. The scope of application of this athariranges from energy
recharging of nodes to strategic military applicationsaetself configures a small CDS
based backbone and using self reconfiguration and adaptatien a few node in CDS
are mobile. This self organizing CDS construction algontintegrates three main
approachesi) self configuring CDS construction and self reconfiguratidmew node
becomes mobile or becomes stationaiy,adaptation of mobile nodes using tracking
technique by CDS backbone for its location updatesianaptimization using Markov
model based weighted CDS to reduce self reconfiguration rae#ting updates. The
self configuring CDS algorithm has time complexity @fnA?), wheren is number
of nodes in network and\ is the maximum node degree 6f The location updates
of mobile node by weighted CDS achieves 40% reduction coetpty shortest hop
tracking path approach. The complexity of node trackingaggh isO(d log d), where

d is the number of boundary crossings.
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Chapter 7

Conclusions

The work presented in this thesis comprises of dominatiortigues fotifetime prob-
lems in sensor networkdn the perspective of sensor networks, the following graph
domination problems on unit disk graphs are addressed ithé®s: minimum con-
nected dominating set, maximum domatic partition and maxrmneconnected domatic
partition. These problems are NP-complete, therefore wesidered approximation
solutions guided by assessment of the quality of solutionsife NP-complete domi-
nation problems. We have also addressed the problem ofrgaliization of the virtual
backbone in the presence of node mobility. All the solutithed have been presented
here are essentially distributed algorithms in view of tistributed nature of the target
platform. Results and findings of this research work for thec#ic problems consid-
ered in this thesis are summarised in the next section.

7.1 Contributions

Efficient clusterhead rotation via domatic partition In this work, we considered
the problem of constructing a domatic partition of nodes seasor network when the
nodes are equipped to determine their location informatibimelps in maximizing the
lifetime of clusters induced by disjoint dominating seltereby prolonging the lifetime
of the network. This first work of the thesis presents a sejbaization technique for
the maximum domatic partition problem. Each node is equdppéh geographical
positioning system (GPS) or assumes some localizatiomceeirv place which assigns
location using a few nodes equipped with GPS. The domatititiparalgorithm pro-
vides an energy efficient solution to the hierarchical togglcontrol problem in sensor
networks by means of energy efficient load balancing, thepeblonging the network
lifetime. Our simulation studies indicate that our teclugds competitive in perfor-
mance with other available schemes.

141
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Rotation of CDS via Connected Domatic Partition In this work, we considered
the problem of constructing a connected domatic partitarttie network graphs with
connectivity information only. The underlying aim againss® prolong the network
lifetime in providing a CDS based backbone by enabling loadricing across all net-
work nodes. This second work of the thesis is a heuristicetridistributed algorithm
to find an approximate solution to the maximum connected dicrpartition problem
which is NP-Hard. We assume a general model for ad hoc nesmmoitk connectivity
information only. By connectivity, we mean that nodes inssemetwork neither have
location information nor can they sense the distances.€fbier, nodes can reach their
direct neighbors within their maximum transmission rang®tigh messages, but can
reach non-neighboring nodes only through multi-hop comication. We have intro-
duced a proximity heuristics for partitioning the netwonlagh. A matching scheme
then produces an approximate solution to the maximum cdedetomatic partition.
The connected domatic partition of the network ensure ndt @DS based general
backbone but also prolongs network lifetime by load balagci

CDS construction using a collaborative cover heuristic In this work, we consid-
ered the fundamental problem of constructing a connectedrtiding set from a single
leader. This third work of the thesis is a distributed algon for finding an approx-
imate solution to the minimum connected dominating set lerabwhich is also NP-
complete. Our algorithm assumes the existence of a singtietewhich initiates the
construction of connected dominating set. We have intredu collaborative cover
heuristic to find the local best cover which helps to optintieCDS construction pro-
cess. The approximation factor of our approach is at ro8t+ In 5)opt + 1.2, where
opt is size of any optimal CDS. This approximation scheme is wailed for lossless
aggregation backbone function in sensor networks. Thelatioun study reveals a sub-
stantial improvement in reducing the energy dissipaticults in prolonging the life of
node and the network.

Node mobility transparent CDS construction algorithm In this work, we consid-
ered the problem of constructing MPR based self organizommected dominating set
with the objective of handling node mobility efficiently aménsparently. We have
extended the basic MPR based dominating set constructohgitgie to support self
organisation in the presence of node mobility. Our MPR ba3B& construction al-
gorithm has three main functions) self configuring MPR based CDS&) self recon-
figuring CDS when a node in CDS becomes mobile or halts aftenpbeting mobility
operation andii) adapting the CDS to keep the mobile node connected to the CDS
backbone by tracking its location. Two tracking schemesHhasen developed. The
first one uses the shortest-hop path to the mobile node fremélarest CDS domina-
tor. The second is a Markov model based scheme to predictdkemment of the mobile
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node. This scheme has the advantage of making fewer loagtaetes over the simpler
shortest-hop path based tracking scheme, but has a higmgutational overhead. Our
tracking approach has the complexi®(dlogd), whered is the number of boundary
crossing by a mobile node.

7.2 Directions for further work

There are ample topics to explore within this research ai@amination algorithms

and protocols developed for sensor networks could also pkeapfor other kinds of

networks as well. Application of the techniques developecttior different types of
networks, such a peer-to-peer networks can also be coesidémprovement of ap-
proximation bounds for various graph theoretic problemssodred remains an impor-
tant challenge. Development of a scheduling techniquedbasdocal information so

that each node coordinates with a local coordinator to geaex local schedule would
also be of interest.
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