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Software tools for applications such as activity spience planning, resource estimation,
simulation, command preparation and verification, aad resulting data analysis support
space mission planning and operations. Historicallythese applications have been loosely
coupled via flat files in various formats. These uslly require transformations between
operational steps creating validity, consistency ah accountability issues, slowing down
communication, making working independently with sibsets of data difficult, and overall
increasing the effort of managing the mission. Reodly NASA Ames Research Center (ARC)
and the Jet Propulsion Laboratory (JPL) have collalbrated on Ensemble, an integrating
framework for supporting the ongoing Mars Explorer Rovers (MER) and the upcoming
Phoenix and Mars Science Laboratory missions using common Graphical User Interface
based upon the Eclipse Open Source Development Htm. Ensemble uses a central
RDBMS for storing the various data objects used im mission. However, it still embodies the
“file oriented” architecture of the previous MER approach, a legacy based upon such plan
files of one or more sols’ activities (a sol is on®lartian day). This paper presents an
alternative architecture focused upon a database pwsitory and the lifecycle of an activity—
proposal, scheduling, expansion, simulation, uploadg, and execution. The key difference
being the mission is viewed as a continuous set a€tivities rather than a set of plan files.
Activities may be grouped in various combinations & required for analysis, scheduling,
uploading or data review over whatever span is neseary. These state transitions are
tracked and controlled using well tested and widelyused relational database management
system (RDBMS) techniques and architectural elemest The key architectural elements are
described with the resulting derived benefits highghted. Typical user concerns and
approaches to mitigating user reluctance to thesénanges are discussed.

I. Background

Space mission planning and operations involve @imgp evaluating, scheduling, and uploading action
commands and collecting, processing and correlatiegresulting data products. Whereas mission reménts
vary widely, the support problems and resultingugohs are remarkably similar. Some of these viariat and
similarities are examined below:

A. Mission planning timing cycles

Many factors affect space mission operations: tligsion science goals, the spacecraft’s instrumiemathe
predictability of its location and the amount ohtwl| available.
1. Long range planning

Some missions have long preparation times and feedntific agendas For example, Cassini Investigat
Scientist/Science Planning Engineer Dr. Kevin RaZier of the Jet Propulsion Laboratory, in an awrstfor a lunch
time seminar given Feb 24, 2004, describes thei@&aturn/Titan mission as follows:

During its four-year nominal mission, the Cassipasecraft will make nearly a quarter of a milliobservations.

Understandably, then, the entire science planninggss is a monumental effort. The observationnitenfor Cassini’'s
nominal mission ostensibly ended over a year agmmmg the bulk of the spacecraft’s prime missibaeovations are
cast in stone or at least rapidly-hardening coecr&lumerous factors have, however, dictated clsairgéhe nominal
mission trajectory, shifting several observationsaf their “window of opportunity.”

" Senior Computer Scientist, NASA Ames Research, Moffett Field MS 269-4, CA 94035-1000.
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This quote says that even apparently

fixed trajectory missions will experience Science Planning

late changes requiring new planning. The * Request activities

ability to select sections of a mission as a * Setpriorities

group, i.e.,, a plan, is a common ﬁ

requirement for mission operations. .

2. Daily planning Constraint Editor
Other missions require repeated rapid + Add constraints between

planning cycles. The Mars Exploration activities

Rovers (MER) missions in particular
required plans to be developed every half
Martian day (sol) for each spacecratft.
Teams of scientists review the previous

sol's downloaded images and data to  Activity MAPGEN

decide on the next sol's activities. This scheduling - Plan selected adPiiat
information is then combined with the within resources, flight rules
engineering team’'s needs for managing 1.5hrs

energy and vehicle safety, and ‘
communication windows to produce the :

best possible plan. For the MER mission,
an artificial intelligence augmented planner
is employed to aid the Tactical Activity

Planner fit the maximum science into the Command
typically over subscribed schedule. S,egrg-mmim

The plan is converted into spacecraft rwow A
commands, verified via simulation or A M
execution on a lab vehicle, and sent to the ' 7 ﬁ‘i\

Martian orbiter for relay to the spacecraft

upon its awakening. Figure 1 describes the
Planning and Operations workflow for the

MER mission$

3. Common daily workflow

Although these missions have widely varying plagriorizons, the workflow is remarkably similar. TREER
plans naturally fit into a daily framework, the G mission also organizes its plans into dailgreents. Figure 2
shows a daily timeline for the Cassini mission drdmm the complete mission plan.

This is reasonable considering most people’s wenk¢asured in daily doses; “What will | do todayt?isn’t
clear the data should be organized into these dUAKMER file represents one plan, usually for btegs day. The
activities have unique identifiers but will appéaronly one plan. A common practice is to createes plan from

pieces of previous sols and

merge several sets of activities

from various groups such as

<t SATE R UE the science operations working

group and engineering.
T ?g%ﬁn}um’;:”‘cg B. Technology

Software technology has

evolved over the years that
space mission centers have
developed planning and

Figure 1 MER planning and operations upload process

T:037:18pm

Geometry

Z Z C Fi)

[}l 1 I 1
7:580m \-06pm 8:37pm 9:05pm 9:24pm 954p;
EARTH DCCULTATIONS 3:570m

Communications | -/

el 5 T operations  software. Each
Activities b 301 para project's desire to save cost

and reuse trusted existing
software has been tempered by

7:36-:12pm
TURN TQ BURN SOIBURN (626 mis)
7:20pm

TURNFOR ARPC  EARTHPOINT
10:32pm 12:00am July 1

LGA1
&:0tpm

CAPTURE™ MAX BURN END

8:54pm 9:22pm INMS COVER JETTISON ME COVER QPEN
TuREoR R orkroe semiouose e cover | £ 1272m Juy the need to accommodate
END OF CRIT SEQ,LGATO HGA TURN OFF EARTHPOINT H
upto 8 30zm 8 3iom expanding spacecraft
Tracking SRl {7:54pm set L 11:04pm rigej—DSS B8 Madhid) _ . . .
R ok J1750m 5 functionality that requires
OWLT = 01.24
i L] T T ) T T T
fodfe ma 19 0 2 2 23 0
Srpacacraﬂ Y]
Time 23 0 1 2 3 4 5 .
uTe ol 01 T | T T T T T 1aUtICS
1 2 3 4 5 b 7
Hour of Day for DOY 182-183 (30 Jun - 01 Jul 2004) D Seal 2004 Aor 23

Figure 2 Single daily timeline for Cassini missio



more capable support. New languages and technslagé often introduced only when new staff memblesde
the cost of modification exceeds the cost of remiaent. Mission management is often suspicious bay be
unable to counter the technology wave. One aspettcontinues to influence the architecture of missupport
software is the need to have many organizationsved.

1. Loosely coupled applications

Many software tools support mission planning andrapons during phases such as activity sequercaipig,
resource estimation, simulation, spacecraft comnmegaration and verification, and returned datayeis. This
software is typically written within each functidrgroup, often using inputs from several sourcashewith its own
view of the data.
2. Files for data transfer

Historically, these applications have been loosmypled via flat files in various formats. Thisanigroup
communication often requires transformations betwagerational steps. The locally developed softwanitien to
do this creates issues of validity, consistency aocbuntability. The use of these files slows daperations,
introduces opportunities for errors, makes isotasnbsets difficult, and increases the effort toage the mission.
The Activity Planning Support System (APSS) for MER’s Spirit and Opportunity shown in Figure 3aigood
example of such loosely integrated mission supfomis. Note the lines labeled APF, RML, SSF, CRE,; @ach
represents a different type of communication file.
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Figure 3 Applications workflow for MER missions

The literature on space mission planning and ojmrstmakes little reference to the details of thega
transmission. An effort was made to use a stan#atdnsible Markup Language (XML) schema for definthe
data resulfs It's common for the communicating groups to siynpave one deliver “what it has” to another that
then converts it as needed. On MER, an XML baséerea called Rover Markup Language is used in skvera
phases but must be converted to another formatierin other tools. In addition, different phases different
subsets of RML and don't necessarily pass unudednation through their phase.

3. IT analogy

The use of flat files and a mix of technology levéh various organization teams have an analogshén
information technology (IT) departments of most gamies around 1970. At that time, the mainly COBsbbps
using cards and multiple tape processing startatvesting to hierarchical fourth generation databasad
languages. Within 10 years they moved on to onlapplication processing (OLAP), relational database
management systems (RDBMS) and the SQL languagde trEimd continues today with web browser basedl"NE
and Java™ Enterprise (J2EE) applications. Althatinghtechnology shift seems to have occurred ogétnin fact
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it has taken the better part of three decades a@sdgneatly accelerated by the need to fix the “Y28H10 problem”.
No one should be surprised, then, that teams wpadsaary interest is controlling scientific instruntation or
analyzing downloaded results would be reluctantrush into a software development using the latést™
approach, regardless its real or extolled benefits.

C. Recent developments

The MER mission software was mentioned earlierraexample of many tools integrated via file trarnsfé\s
successful as this approach has been, managédrs aptoming Mars Science Laboratory rover missgmognized
that the interaction of these tools must be impdaeesupport its greatly expanded capabilities.yTtave reviewed
the MER process and prototyped new approachesiribatporate multiple functions within a consistarger
interface using a central database. From a mulbsioin perspective, this development, called Ensemids
progressed to operational status on the ongoing MER some phases. Ensemble has made the following
improvements over the original MER software:

1. Maestro/Ensemble Eclipse/Hibernate integration

The Jet Propulsion Laboratory authors of the Sa&eActivity Planning (SAP) of the original MER gradin
support had begun extending it for MSL. They hadvedbit onto the EclipSeplug-in development environment,
renaming it Maestfo It provides data review and targeting functions scientists use to propose the next plan’s
activities.
2. SPIF-e prototype — improved HCI; integration

NASA Ames’ Human Computer Interface Group analy#esl user interface of the previous components and
MER work flow. The report suggested new graphicsgruinterfaces and workflow that were prototypedaas
browser application called SPIF-e. User tests With prototype verified the improvements and suggktrther
development. The integration of the applicatiorie aconsistent framework was identified as a kegrovement.

The SPIF-e project moved its development onto Belignd the resulting integration formed the fouodafor
Ensemblé an Eclipse-based Java integrated framework.

A key element of Ensemble is its RDBMS executionetidatabase accessed via the Hibernate Objectdrelat
Mapping systefh This database stores the activity dictionary rfeach ADML files and plans read from RML files.
A plan can have new activities added or existintiviies may be modified via the user interface andput as
RML. However, external tools as the Europa mixeitlaitive planner/advisor and the APcore resourdamasor
have been integrated via inter-process communitatithout the use of files.
3. XML-based files — improve file parsing

The RML and its associated activity defining formattivity Dictionary Markup Language (ADML), havgeen
refined and made consistent. Although use on MERires compatibility with the formats that were yoaisly
used, the upcoming MSL will allow for a consistenhema to be developed.

D. Data management architecture analysis

The evolution of mission planning and ground supgw@s progressed from completely independent tasks
reconciled at meetings to loosely coupled appliceticommunicating via data files of various forntatintegrated
applications communicating via a central database.

Ensemble has mimicked the previous workflow andmewl file formats to enable it to subsume thetangs
software on the extended MER missions. RML files @rad in and manipulated on the database andwttiten
out as revised RML files. These RML files remaire trepository and defining data for the daily plamkis
approach makes introducing the new software easseit requires little or no modification to nonegtated
applications. It does raise issues of access oeship for independent groups, however.

This is, therefore, a partial solution. Modern thatse technology has many benefits to offer for arsenew
missions. The role of the database can be expdnol@da “run-time” or “execution” database used tichthe data
during modification into that of the central dagpository. The Chandra Data Archhand the Columbfamission
seem to have taken this approach and made a cdateddase the keystone of their architectures.

IIl. A Space Mission Operations DBMS (SMOD)

A. Multiple views of a mission

1. Plan or activity-centric repository

The Ensemble system retains the data structuretbahizes plans as daily sets of activities aedt tissociated
data such as constraints that was used in the MBRian workflow. In fact, thé’lan RML file contains sets of
Observationghat contain sets dctivities Other sections contain constraint, sequencingresolurce information,
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each provided by different groups. One person, Kbeper of the Plan (KOP)s responsible maintaining the
integrity of this file that will ultimately contaithe uploaded activity plan. Its filename usuatigntifies it with the
sol and status, e.g., sol_052_activity plan_finall.for the result of combining the sol_050_sowgerce_plan-
merged.rml and sol_052_activity plan_final.apf. B#® such as sol_052_activity start and_end_tixtesie
derived from the final combination.

This plan-centric organization has limitations. the MER mission has far exceeded its original df®0 days,
longer duration plans have been developed. If ly gé&n for sol X has activities that extend inte thext sol, which
file should it be stored in? If it's both sol x asdl X+1, how do you maintain consistency whenrtadified in one
or the other or prevent it from being sent to thacecraft multiple times?

Multi-sol planning is also a requirement for theeaming MSL and Phoenix Mars missions. Orbital nassj of
course, have timing cycles related to their orhitd their orbited bodies’ cycles. However, orbitassions often
use the concept of a daily plan as well. Those ionisswill have fewer issues of duplication but theundaries
cause issues of splitting activities that extendugh them.

2. Mission as continuum of activities

Rather then organizing the mission as a set ofsplaontaining activities, a mission can be viewedaas
continuous set of activities. Each activity hafadycle of state changes as they are proposéztted, scheduled,
executed and analyzed, or not. This approach fecatiention upon the activities rather than theaquging into
plans. Plans become a collection of activities timaty span arbitrary durations and contain actwitieat are
selected based on various criteria.

This concept is not unique, the Chandra Data Aeckiarchitecture is similar.

3. Collections

Activities are relatively small units of work. Largasks are combinations of activities in speafider, often
with timing constraints between the constituents. MER, these spanning collections are catbbdervationsin
most cases, the observation comprises activitigsate to be treated as a unit where all or noeeseineduled and
executed., although that isn’'t an absolute requérgm

Other missions have discontinuous collectionsgiample, an atmospheric reading at regular interyah the
Phoenix mission these are callempaigns.

Activities also have derivations. An activity maypand into a set of smaller activities. This is fuksdor
planning at different levels of details. Sequentks spacecraft commands, are the final produthefplanning
process.

One advantage of an RDBMS is its ability to creatétiple views of data. A view can be a query goiaing of
related tables of data.

4. Activity lifecycle

Activities have a natural, albeit variable, everit«n lifecycle with the following phases:

Proposed

Eligible for scheduling

Scheduled

Sequenced

Uploaded

Executed

Of course, a proposed
activity is not always accepted
for the mission. If accepted, an
activity might not be scheduled
and sent to the spacecraft. Even
if uploaded, an activity may not
execute because of local
conditions or a last minute
change. Moreover, if run, an
activity might fail to create the
data expected as shown in
Figure 4.

Activity
rejected

Activity
Proposed

Activity . Scheduling
accepted

window passed

Activity
eligible for
scheduling

Activity

Scheduled Inactive

Activity
Scheduled

Sequencing

Activity
Sequenced

Activity
Completed

Sent to
pacecrait

Activity
Uploaded

downloaded

Executed Activity

Executed
B. Object model

A flexible data
management  structure is Figure 4 Simplified activity state diagram for MER missions
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required to support the diverse data relationshigmtioned above. Figure 5 shows an object modeduch a

structure.

Each node contains a set of sub-classed fieldsritan its local data and a possibly empty sethiiflcnodes.

To implement a MER-
like structure, the '
(top) level node would
be the plan, level 1 the
observations, and level
2 the activities. To map
the MER architecture,
activities may
decompose into
activities or sequences.
The nodal architecture
allows for any number
of children nodes easily
supports this. Two level
3 children — sub-
activity and sequence
— are defined. Either
or both may be empty
or populated. The
semantics  of  this
arrangement would be
“use the fields and
sequences at level 2 for
high level planning and
the sub-activities’ fields
and sequences for detail
planning”.

Node
level
type
parentRef

P

MissionLevelDef
level
type
fieldDef

children

]

MissionSpecificFiel
Iname

parentRef

d

l

[

TextMSField

string

RelalionConstraint
MSField

EventMSField

PersonMSField

relation

offset

time

TimeEventField

boolean

ExecutedEventField

OtherEventField
string

Figure 5 Simplified object model for flexible missbn data structures

This structure is defined via auxiliary tables coomty called theActivity Dictionary.In addition to defining the
levels, the dictionary would define the specifitivty types and their associated data fields.

Implementing this structure in an RDBMS can be clemprequiring multiple joins to support the inHarice
and collections defined. Using object relation magpORM) software such adibernaterelieves the developer
from dealing with most of this complexity.

C. Benefits and aids to user acceptance
Introducing a database repository as the primarfynitien of the mission’s planning and operationatal

elements provides the following key benefits:

1. Single definition of an activity

The overarching benefit is the single definitioneath activity throughout its lifecycle. This adiyvmay appear
in many different views or be accessed and modifigdmany persons but it will always be the samaglsi
representation of that activity. This greatly imyee the integrity of the data and removes the teekerge files.

2. Multiple access

RDBMS repositories are the foundation of moderninenlapplication programming. Used with client-serve
Web-based interfaces or Eclipse-based Rich CliifdPms, RDBMS repositories have built-in fac#isi to control
simultaneous access to data while preventing ctomp With the proper software controls in plagsers would
seem to own the activity exclusively even thoudheos have simultaneous access. Many delays wdidimayfile to
be passed are removed. Specific features suppantitiiple access include the following:

a. Change control and transaction audits

The data commonly handled with IT systems is ugusdinsitive and must have high integrity. This is
accomplished with restrictions on who may modifyadand recording when and by whom. In extreme ¢ases
changes can be made conditionally and require bld@ignature.
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The RDBMS uses &ransactionto encapsulate the change operation. Only wheof dlie required data is
collected and approved is the record committedelomanent storage and visible to others. Incompete
interrupted modifications lead torallback, restoring the previous values. Both actions canltr@s an audit
record.

Although text flat files may be maintained in a figaration management repository such as CVS, the
entire file is updated each time any part is medifi Such systems can report the differences df epdate;
these tools are used only after the author dedidesommit the changes, usually after many individua
changes are made. If the file is not locked, othmeking changes will not be aware of the concurrent
modifications until they update their changes, mames causing conflicts after merging that requir@nual
intervention. Locking the file to the one user nmakchanges serializes the access even though ns&ny u
may want to make changes in separate, non confiistections of the file.

b. User authorization

The data can have associated access rules witls assigned various privilege levels. Using such
privileges ensures that only authorized persons midify the data. The application usually obtathe
user's identity and offers only allowed functiolRDBMS features also prevent accidental or malicious
modifications. This can make users nervous abottingeaccess in critical situations but is mitighteith
having a sufficient number of highly authorizedffséavailable.

c. Tools integration

As noted above, ground data systems employ manlg foothe planning and operations lifecycle.
Integrating these tools, usually independently tped by different teams to accomplish a specifie iin
the mission, is a major benefit to the mission.HEdevelopment team wants to limit its efforts téngsthe
minimum amount of input required from other groupiey’ll rarely accept data that’s just “passingptigh”
to a later phase of the mission. Keeping the ingg@ahd exporters of such data current requiresfinations
to all of the applications in the chain.

While specifications such as XML help to organike tlata and isolate applications from changesdbat
not interest them, the monolithic nature of sudbsfimake simultaneous access impossible. The RDBMS,
while containing all of the various data elemenlfgws each application to extract only the compasét
requires. The effort to couple applications vigRIDBMS is mitigated through the following techniques

1) Application programming interfaces (API)

Programmatic access to RDBMS has become highlydatdized through interfaces such as Open
Database Connectivity (ODBC). The API approach jges the fastest and most complete data access.
Many applications only require software modificasoto their data reader and writer functions. These
changes are minimized because of the following f&Riures:

* Platform independence

The database server and the client (applicaticatfqrin need not be the same. Since the introduction
of the client-server architectures in the 1970'scess to the database has been through network
connections to a program running continuously @oeraputer that need be known only through its name
and interface port number. The advent of the welwber has made remote databases available to
authorized persons at almost any computer in thiédwo

e Language independence

The ODBC specification has been implemented asvaodt libraries and drivers for almost every
programming language and RDBMS vendor. An API sashthe Java Database Connectivity (JDBC)
combines with an ODBC driver from a vendor suchB, Oracle, Sybase, or the freely distributed
postgres and MySql to enable Java applicationsot@ &ind query data. Libraries in C and Perl previd
similar interfaces. This language neutrality of RIeBMS is a powerful integration feature.

e Global access control

Mitigating the concern of wide availability is th&ccess authorization available at many levels
including username/password, hardware identificaidongle), or known client computer. Individual
users may be identified with specific privilegesassigned to groups or roles with set access rDiats
can be controlled for modify or read only underesscand program control. For example, authorized
persons may modify an activity only until it hasebheuploaded to the spacecraft. After upload, the
activity can accept input only from the telemetygtem to record the receipt of results.
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2) Importers/exporters to provide legacy interfaces

If the legacy applications cannot be modified, pamgs that read and import data to the RDBMS from
legacy files and that access the data and write flat files of the required format can be develdp
Although not the ideal solution, the repository eéns the one true data source. If high integrity is
needed, the RDBMS can “lock” the exported dataluhtis “returned” to the database, much like a
software Configuration Management (CM) system would

d. Variable planning horizons

A plan defined by query parameters for start arditenes will have no restrictions on the duratitirwill
be the purpose of the plan that determines itstlherigor long term planning, a longer duration may b
selected and passed into an automated plannerréBudting activity schedule may be selected inydail
chunks to make reviews easier or for conversiompload chunks that fit into communication windowse
integrated database allows for re-planning to bagimhatever time is required.

e. Flexible collections via queries

The RDBMS query language, SQL, and its correspan@iRM equivalents provide great flexibility for
selecting collections of activities. In additionueing properties such as start date or instrunasspciating
tables can be defined that organize discontinubusks, i.e., campaigns, which can have any meanitige
scientists or ground system operators. New tools Inaae to be developed to make entering this inébion
efficient. Some of this information, such as thkofeing, is probably already defined for activities

1) By state, sol-independent; the state of the agt{#toposed, Accepted, etc) would allow a query
that returns all of the activities in a particutéate, such as Accepted (but not scheduled).

2) By state, within a plan’s duration; this query abugpresent a “What's in, what's out” report.

I"l. Conclusion

Modern Relational Database Management Systems ditownew ways of integrating the many software
applications that support space mission operati@ysredefining the organization of activities thdfine the
mission and bringing together all of the stakehddi is possible to gain the benefits of robustadaeduced
preparation time, traceability, security and easyeas.

Software teams may need training and support RRIBMS software experts. These people are commamein
Information Technology community. Training in RDBM8&tegration is widely available to enable teams to
participate directly. Ensemble, a NASA JPL and ArmResearch Center collaboration is an example afguai
RDBMS to bring together the many mission planning axecution functions in a common framework. Tdas be
extended with the use of the RDBMS as the masgository of activities that move through a life-tgyecather
mimicking the existing fixed duration plan file foats traditionally used.

The benefits of this architecture make the coneessand procedural changes more than worthwhile.
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