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MW 9:30 – 10:30

Study Guide for the midterm exam

1. Introduction to business research 

1.1 Definition of Business Research: systematic inquiry whose objective is to provide information to solve managerial problems. (BRM, Ch. 1, 1)

1.2 Features of business research

1.3 Types of argument used in Research (BRM, Ch.2, 36 – 40)

a. Deduction is a form of inference that intends to be conclusive (general to specific).

b. Induction draws conclusions from one or more particular facts (specific to general).
2. Research process

2.1 Management’s question 


Types of studies used to do research (BRM, Ch. 1, 10 –12)

a. Reporting: It provides an account of an event or a summary of some data.

b. Descriptive: It provides answers to questions who, what, when and where     (description of a single event or variable).

c. Explanatory: It provides plausible explanation to why and how questions (theory).

d. Predictive: It is used to predict when and in what conditions an event will occur.

See Assignment #1
2.2 Form Hypothesis

Hypothesis is a statement about concepts that may be empirically judged as true or false.

· Guide the direction of the study, identify relevant facts and suggests appropriate research design.

· Good hypothesis: adequate and testable

Type of hypothesis  (BRM, Ch. 2, 50 –53)

a. Descriptive: propositions that state the existence, size, form or distribution of some variable.

b. Relational: statements that describe a relationship between two or more variables.

b.1 Correlational: they state that the variable occur together without any implication in terms of causality.

b.2  Explanatory: there is an implication the existence of (or change in) a variable (independent variable)causes or leads to a change in the other variable (dependent variable).

See Assignment #2
2.3 Research proposal (BRM, Ch.4)

    See handouts about Research proposal guidelines
2.4 Collect data

Types of data (BRM, Ch. 8, 222 – 228 and BSBE, Ch. 1, 10 –14)

a. Nominal: it consists of the number of observations that fall into specific categories.

b. Ordinal: it consists of observations that are ranked or ordered.

c. Interval: it consists of observations measured so that distances between numbers imply equal distances between the values of the characteristics being measured.

d. Ratio: zero presents the absence of the characteristic being measured (ratio between values).

	Type of data
	Mutually exclusive

And exhaustible
	Logical order
	Differences between observations are meaningful
	Zero values are meaningful

	Nominal
	Yes
	No
	No
	No

	Ordinal
	Yes
	Yes
	No
	No

	Interval
	Yes
	Yes
	Yes
	No

	Ratio level
	Yes
	Yes
	Yes
	Yes


See Assignment #3
Methods of collect data

a. Primary: observation and interrogation 

Examples of primary data collection by surveys (BRM, Ch. 9, 253 –256):

Simple category scale, Multiple choice single response scale, Multiple choice multiple response scale, Likert scale, Semantic differential scale, Numerical scale, Multiple rating list scale, Fixed sum scale, staple scale and graphic rating scale.

See handout “Sample rating scales” and Assignment #3
· Tips on writing survey questionnaires

b. Secondary: use archived data from reliable sources

· Advantages and precautions

Population versus sample

Population is the total collection or the universal set of elements studied in a research project.

Sample is a subset (few selected elements) of the population

· Need to use samples

· Features of a good sample

Sampling error is the difference between a sample statistic and its corresponding population parameter

· Advantages of a large sample size

· Good sample size

Methods of data collection (BRM, Ch. 7, 192 – 198)

a. Sample random method: a sample is selected so that every element in the population has the same chance of being selected

b. Systematic sample:  a random starting point is selected and then every kth element of the population is selected

c. Stratified sample: the population is divided into subgroups (strata), and a sample is randomly selected from each stratum.

d. Cluster sample: a population is divided into clusters using naturally occurring boundaries, then clusters are random selected and a sample is randomly selected from the clusters.

See handout “Comparisons of probability sampling designs”
2.5 Analyze & interpret data

2.1 Quantitative analysis of data (BSBE, Ch. 2, 22 – 44)

a. Relative frequence distribution  (histogram, frequency polygon, pie diagram)

b. Cumulative frequence distribution

c. Stem and leaf display
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Example: Number of siblings for each student

[image: image2.emf]Histogram: Frequency distribution for number of 
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[image: image3.emf]Frequency polygon

 Distribution for number of siblings
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[image: image4.emf]Pie diagram: Frequency distribution for number of 

siblings
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